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1.1 Background

The field of performance analysis is almost as old as scientific computing itself. This is because large-scale scientific computations typically press the outer envelope of performance. Thus, unless a user’s application has been tuned to obtain a high fraction of the theoretical peak performance available on the system, he/she might not be able to run the calculation in reasonable time or within the limits of computer resource allocations available to the user. For these reasons, techniques for analyzing performance and modifying code to achieve higher performance have long been a staple of the high-performance computing field.

What’s more, as will become very clear in the chapters of this book, understanding why a calculation runs at a disappointing performance level is seldom straightforward, and it is often even more challenging to devise reasonable changes to the code while at the same doing avoiding doing violence to the structure of the code.

Thus over the past few decades as scientific computing has developed, the field of performance analysis has developed in tandem. Some familiar themes include:

• Benchmark performance and analysis. Comparing the performance of a scientific calculation on various available computer systems or studying the performance of a computer system on various scientific applications.

• Performance monitoring. Developing hardware/software techniques and
tools that can be used to accurately monitor performance of a scientific application as it is running—floating-point operation counts, integer operations, cache misses, etc.

- **Performance modeling.** Developing techniques and tools to encapsulate the performance behavior of applications and computer systems into relatively simple yet accurate models.

- **Performance tuning.** Developing semi-automatic techniques and tools to make necessary code changes to optimize the run-time performance of a scientific application (or class of applications).

The purpose of this book is to introduce the reader to research being done in this area as of the current date (summer 2010). The various chapters are written by some of the most notable experts in the field, yet the book is not targeted primarily to experts in the performance field. Instead, the target audience is the much broader community of physicists, chemists, biologists, environmental scientists, mathematicians, computer scientists, and engineers who actually use these systems. In other words, the intent of this book is to introduce real-world users of computer systems to useful research being done in the field of performance analysis.

The hope is that the exposition in this book will assist these scientists to better understand the performance vagaries that may arise in scientific applications, and also to better understand what practical potential there is to actually improve the performance—what changes need to be made; how difficult is it to make these changes; what improvement can be expected if such changes are made; what the are prospects of semi-automatic tools to make these changes, etc.

In general, it should be clear from the scope of research work discussed in this book that the field of performance analysis is a relatively sophisticated field. Indeed, it is now a full-fledged instance of empirical science, involving:

- **Experimentation.** One of the first steps in understanding the performance characteristics of a given application is to perform some carefully conducted measurements, collecting data that can be used to confirm or refute various conjectures, probe anomalies, develop accurate models, and compare results.

- **Theory.** Once a set of validated experiments have been run, performance researchers typically attempt to make sense of this data by developing analytic models that accurately represent this data, and which lead to further insights, both general and specific, that will be of use to other researchers.

- **Engineering.** One important activity in the field of performance analysis is the development of tools and techniques to make more accurate measurements, develop more accurate models, and to assist users in making requisite changes in codes.
Indeed, efforts in this field have led to a significantly increased emphasis on thoroughness and rigor in conducting performance experiments (see next section), and in drawing conclusions from performance data. In this regards, the field of performance analysis is on a trajectory that is typical of almost every other field of science—after some initial work, researchers must develop and adopt significantly more rigorous, reliable methods to further advance the state of the art. We can expect this trend to continue into the future.

1.2 “Twelve Ways to Fool the Masses”

The need for increased sophistication and rigor in the field can be most clearly (and most amusingly) seen in an episode from the early days of parallel computing, which will be briefly recounted here.

Until about 1976, most scientific computing was done on large general-purpose mainframe computers, typically in the central computing centers of universities and research laboratories. Some of the most widely used systems include the IBM 7030, 7040 and 7090 systems, and the CDC 6600 and 7600 systems. Some minicomputers, notably the PDP-11 and DEC-10, were also used for scientific computation.

The Cray-1 made its debut in 1975, designed by legendary computer architect Seymour Cray. This system featured a vector architecture, which proved to be very efficient for many types of scientific applications at the time, because it could sustain large fractions of the system’s peak performance while accessing multi-dimensional arrays along any dimension (not just the first), provided that some care was taken in coding to avoid power-of-two memory strides. Many scientists achieved dramatic performance improvements, compared with what they could achieve on other systems available at the time.

As a result of this initial success, systems manufactured by Cray Research dominated the world of scientific computing for at least a decade. The Cray X-MP, introduced in 1982, featured multiple processors. The Cray-2, introduced in 1985, dramatically increased the memory available to scientific programs. A few years later, the Cray Y-MP continued the X-MP architectural line. Several large Japanese firms, including NEC, Fujitsu and Hitachi, also introduced competing systems based on vector designs.

Beginning in 1988, several distributed memory parallel systems became commercially available. These included the Connection Machine, from Thinking Machines, Inc., and systems from Intel and other vendors that were constructed entirely from commodity microprocessors and network components. Some initial work with these systems achieved remarkably high performance rates. These results generated considerable enthusiasm, and soon it became clear that a paradigm shift was underway.

However, some researchers in the field began to grow concerned with what
appeared to be “hype” in the field—in numerous cases, scientists’ descriptions of their work with these highly parallel architectures seemed indistinguishable from the sort of salesmanship that one might expect to hear from computer vendor marketing personnel. While some degree of enthusiasm was perhaps to be expected, there was concern that this “enthusiasm” was leading to sloppy science and potentially misleading results. Some researchers noted examples, even in presumably peer-reviewed literature, of questionable research work. The most common example was questionable comparisons between highly parallel systems and Cray vector systems.

In 1991, one of the present editors thought that it was time to publicly express concern with these practices. This was done in the form of a humorous tongue-in-cheek article entitled “Twelve Ways to Fool the Masses When Giving Performance Reports on Parallel Computers” [39], which was published in the now-defunct publication Supercomputing Review. This article attracted an astonishing amount of attention at the time, including mention in the New York Times [229]. Evidently it struck a responsive chord among many professionals in the field of technical computing who shared the author’s concerns.

The following is a brief summary of the “Twelve Ways:”

1. Quote only 32-bit performance results, not 64-bit results, and compare your 32-bit results with others’ 64-bit results.

2. Present inner kernel performance figures as the performance of the entire application.

3. Quietly employ assembly code and other low-level language constructs, and compare your assembly-coded results with others’ Fortran or C implementations.

4. Scale up the problem size with the number of processors, but don’t clearly disclose this fact.

5. Quote performance results linearly projected to a full system.

6. Compare your results against scalar, unoptimized, single processor code on Crays [prominent vector computer systems at the time].

7. Compare with an old code on an obsolete system.

8. Base megaflops operation counts on the parallel implementation instead of on the best sequential implementation.

9. Quote performance in terms of processor utilization, parallel speedups or megaflops per dollar (peak megaflops, not sustained).

10. Mutilate the algorithm used in the parallel implementation to match the architecture. In other words, employ algorithms that are numerically inefficient in order to exhibit artificially high megaflops rates.
11. Measure parallel run times on a dedicated system, but measure conventional run times in a busy environment.

12. If all else fails, show pretty pictures and animated videos, and don’t talk about performance.

Subsequently, the present editor previously wrote a more detailed paper, which quoted actual passages and graphs taken from peer-reviewed work [40]. To avoid undue public embarrassment of the scientists involved, which was not the purpose of the article, the source articles were not explicitly given in that paper. This material was also presented in a session at the 1992 Supercomputing conference. These actions caused considerable consternation in some quarters at the time (and the present editor does not recommend repeating this experiment!), but many in the field appreciated these much-needed reminders of the pressing need for greater professional discipline in the field.

1.3 Examples from Other Scientific Fields

We do not need to look very far to see examples in other fields where well-meaning but sloppy practices in reporting and analyzing experimental results have led to distortion. One amusing example is the history of measurements of the speed of light [105]. Accurate measurements performed in the late 1930s and 1940s seemed to be converging on a value of roughly 299,760 km/s. After World War II, some researchers made more careful measurements, and thereafter the best value converged to its present-day value of 299,792.458 km/s (which is now taken as a standard, indirectly defining the meter and the second). No researcher seriously believes that the speed of light changed between 1930 and 1950. Thus one is left with the sobering possibility that sloppy experimental practices and “group-think” led earlier researchers to converge on an incorrect value.

Difficulties with experimental methods and dispassionate assessment of results have also been seen in the social sciences. In his book The Blank Slate: The Modern Denial of Human Nature [277], Harvard psychologist Steven Pinker chronicles the fall of the “blank slate” paradigm of the social sciences, namely the belief that heredity and biology play no significant role in human psychology—all personality and behavioral traits are socially constructed. This paradigm prevailed in the field until approximately 1980, when a wave of indisputable empirical evidence forced a change of paradigm. The current consensus, based on latest research, is that humans at birth universally possess sophisticated facilities for language acquisition, visual pattern recognition, numerical reasoning and social life, and furthermore that heredity, evolution and biology are major factors in human personality—some personality traits are as much as 70% heritable.
Along this line, anthropologists, beginning with Margaret Mead in the 1930s, painted an idyllic picture of primitive societies, notably South Sea Islanders, claiming that they had little of the violence, jealousy, warfare, and social hangups that afflict the major Western societies. But beginning in the 1980s, a new generation of anthropologists began to re-examine these societies and question the earlier findings. They found, contrary to earlier results, that these societies typically had murder rates several times higher than large U.S. cities, and death rates from inter-tribe warfare exceeding those of warfare among Western nations by factors of 10 to 100. What’s more, in many of these societies, complex, jealousy-charged taboos surrounded courtship and marriage. For example, some of these societies condoned violent reprisals against a bride’s family if she was found not to be a virgin on her wedding night. These findings represented a complete reversal of earlier claims of carefree adolescence, indiscriminate lovemaking, and peaceful coexistence with other tribes.

How did these social scientists get it so wrong? Pinker and others have concluded that the principal culprit was sloppy experimental methodology and wishful thinking [277].
1.4 Guidelines for Reporting High Performance

When the pressures of intense marketplace competition in the computer world are added to the natural human tendency of scientists and engineers to be exuberant about their own work, it should come as little surprise that sloppy and potentially misleading performance work has surfaced in scientific papers and conference presentations. And since the reviewers of these papers are themselves in many cases caught up in the excitement of this new technology, it should not be surprising that they have, in some cases, been relatively permissive with questionable aspects of these papers.

Clearly the field of technical computing does not do itself a favor by condoning sloppy science, whatever are the motives of those involved. In addition to fundamental issues of ethics and scientific accuracy, the best way to ensure that computer systems are effective for scientific or engineering applications is to provide early feedback to manufacturers regarding their weaknesses. Once the reasons for less-than-expected performance rates on certain problems are identified, improvements can be made in the next generation.

Virtually every field of science has found it necessary at some point to establish rigorous standards for the reporting of experimental results, and the field of high-performance computing is no exception. Thus the following guidelines have been suggested to govern reporting and analysis of performance [40]:

1. If results are presented for a well-known benchmark, comparative figures should be truly comparable, and the rules for the particular benchmark should be followed.

2. Only actual performance rates should be presented, not projections or extrapolations. For example, performance rates should not be extrapolated to a full system from a scaled-down system. Comparing extrapolated figures with actual performance figures, such as by including both in the same table or graph, is particularly inappropriate.

3. Comparative performance figures should be based on comparable levels of tuning.

4. Direct comparisons of run times are preferred to comparisons of Mflop/s or Gflop/s rates. Whenever possible, timings should be true elapsed time-of-day measurements. This might be difficult in some environments, but, at the least, whatever timing scheme is used should be clearly disclosed.

5. Performance rates should be computed from consistent floating-point or integer operation counts, preferably operation counts based on efficient implementations of the best practical serial algorithms. One intent here is to discourage the usage of numerically inefficient algorithms, which may exhibit artificially high performance rates on a particular system.
6. If speedup figures are presented, the single processor rate should be based on a reasonably well tuned program without multiprocessing constructs. If the problem size is scaled up with the number of processors, then the results should be clearly cited as “scaled speedup” figures, and details should be given explaining how the problem was scaled up in size.

7. Any ancillary information that would significantly affect the interpretation of the performance results should be fully disclosed. For example, if performance results were for 32-bit rather than for 64-bit data, or if assembly-level coding was employed, or if only a subset of the system was used for the test, all these facts should be clearly and openly stated.

8. Due to the natural prominence of abstracts, figures and tables, special care should be taken to ensure that these items are not misleading, even if presented alone. For example, if significant performance claims are made in the abstract of the paper, any important qualifying information should also be included in the abstract.

9. Whenever possible, the following should be included in the text of the paper: the hardware, software and system environment; the language, algorithms, the datatypes and programming techniques employed; the nature and extent of tuning performed; and the basis for timings, flop counts and speedup figures. The goal here is to enable other scientists and engineers to accurately reproduce the performance results presented in the paper.

1.5 Modern Performance Science

In the chapters that follow, we will present a sampling of research in the field of modern performance science and engineering. Each chapter is written by a recognized expert (or experts) in the particular topic in question. The material is written at a level and with a style that is targeted to be readable by a wide range of application scientists, computer scientists and mathematicians. The material is organized into these main sections:

1. Architectural overview (Chapter 2). This chapter presents a brief overview of modern computer architecture, defining numerous terms, and explaining how each subsystem and design choice of a modern system potentially affects performance.

2. Performance Monitoring (Chapters 3–5). These chapters describe the state-of-the-art in hardware and software tools that are in common use
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for monitoring and measuring performance, and in managing the mountains of data that often result in such measurements.

3. Performance analysis (Chapter 6). This chapter describes modern approaches to computer performance benchmarking (i.e., comparative studies of performance), and gives results exemplifying what insights can be learned by such studies.

4. Performance modeling (Chapters 7–9). These chapters describe how researchers deduce accurate performance models from raw performance data or from other high-level characteristics of a scientific computation.

5. Automatic performance tuning (Chapters 10–13). These chapters describe ongoing research into automatic and semi-automatic techniques to modify computer programs to achieve optimal performance on a given computer platform.

6. Application tuning (Chapters 14–16). These chapters give some examples where appropriate analysis of performance and some deft changes have resulted in extremely high performance, in some cases permitting scientific applications to be scaled to much higher levels of parallelism, with high efficiency.
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In this chapter we provide a brief introduction to parallel computer architecture. The intent of this material is to provide a survey of the principal features of computer architectures that are most relevant to performance, and to briefly define concepts and terminology that will be used in the remainder of this book. Obviously there is substantial literature on the topic of computer architectures in general, and even on the subtopic of computer architectures within the realm of high-performance computing. Thus, we can only provide a sampling here. For additional details, please see the excellent references [104, 164, 268].

We commence this chapter with a discussion of the fundamental forces enabling advances in architecture, proceed with a high-level overview of the basic classes of parallel architectures, and then provide a retrospective on
the challenges that have driven architecture to date. Along the way, we note particular challenges that face present-day designers and users of computer systems, such as the recent re-emergence of heterogeneous architectures.

2.1 Introduction

2.1.1 Moore’s Law and Little’s Law

In a seminal 1965 article, little noticed at the time, Intel founder Gordon Moore wrote

The complexity for minimum component costs has increased at a rate of roughly a factor of two per year. ... Certainly over the short term this rate can be expected to continue, if not to increase. Over the longer term, the rate of increase is a bit more uncertain, although there is no reason to believe it will not remain nearly constant for at least 10 years. That means by 1975, the number of components per integrated circuit for minimum cost will be 65,000. [247]

With these sentences, Moore stated what is now known as Moore’s Law, namely that advances in design and fabrication technology enable a doubling in semiconductor density every 12 months (a figure later modified to roughly 18 months). Astonishingly, Moore’s Law has now continued unabated for 45 years, defying several confident predictions that it would soon come to a halt. This sustained and continuing exponential rate of progress is without peer in the history of technology. In 2003, Moore predicted that Moore’s Law would continue at least for another ten years [18]. As of the writing of this volume (summer 2010), it appears that at least an additional ten years are assured.

It should be emphasized that not all parameters of computer processor performance have improved. In particular, processor clock rates have stalled in recent years, as chip designers have struggled to control energy costs and heat dissipation. But their response has been straightforward—simply increase the number of processor “cores” on a single chip, together with associated cache memory, so that aggregate performance continues to track or exceed Moore’s Law projections. And the capacity of leading-edge DRAM main memory chips continues to advance apace with Moore’s Law.

Beyond the level of a single computer processor, computer architects capitalize on advances in semiconductor technology to maximize sustained performance, productivity, and efficiency for a given application (or set of applications), within constraints of overall system cost. Indeed one overarching design objective of computer architecture is to ensure that progress in the aggregate computational power and memory storage of computer systems ad-
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In essence, over time, at a rate that at least on a par with Moore’s Law, if not faster.

Related to Moore’s Law is “Bell’s Law of Computer Classes.” This is an observation by computer pioneer Gordon Bell, originally made in 1972, that roughly every ten years or so a new class of computer systems emerges that is essentially constructed from components of the previous class. The best-known instance of this law is the emergence of scientific supercomputers consisting of large clusters of personal computer modules and commodity network components. These clusters first appeared about 1995; now they constitute a large fraction of the systems on the Top500 list. Today, we may be at a similar precipice where embedded processors and technologies are used to create large-scale, efficient parallel systems. Some additional background on Bell’s Law, and trends for the future, are presented in a recent article by Gordon Bell [47].

Another important principle in the study of computer architecture is “Little’s Law” [41], which is actually a result of queuing theory. Let \( N \) be the average number of waiting customers, let \( A \) be the average arrival rate, and let \( T \) be the average wait time. Then Little’s Law is the assertion that

\[
N = AT
\]

Little’s Law can be seen as a consequence of Fubini’s theorem, namely the result from mathematical integration theory that under appropriate conditions, one can integrate to compute the area under a curve along either of two axes and obtain the same result [41]. In other words, Little’s Law is a very basic principle that applies to a wide range of phenomena.

In the context of a single processor computer system, one application of Little’s Law is as follows. Assume for point of discussion that a given computation depends exclusively with data in main memory—there is little or no cache or register re-use, and there is a one-to-one ratio between floating-point operations and data fetches. Assume also that the system has a balanced design: the length of vector registers, in a vector system; the size of cache lines, in a cache-based system; or the maximum number of outstanding memory references, in a multi-threaded system, is comparable to the memory latency as measured in clock periods.

By Little’s Law, the average number of words in transit between memory and the processor is given by the product of the memory bandwidth and the memory latency (assuming the memory bandwidth is being fully utilized). Now if we assume a balanced design as above, then the number of words in transit at a given time is comparable to the degree of concurrency inherent in the processor-memory design. Thus we can write the (approximate) relation

\[
C = BL
\]

or, in other words, concurrency equals bandwidth times latency measured in seconds. This is the form that Little’s Law is most often used in discussions of
computer architecture. It can be applied to numerous aspects of a computer system, including floating-point units, memory, and interprocessor network.

2.2 Parallel Architectures

At the present time, a large-scale scientific computation typically involves many trillions of floating-point computations. Unfortunately, the performance of individual processing elements is limited to the frequency at which they may be clocked. For this reason, the performance of a scientific computation (even setting aside the question of whether there is enough memory to hold the necessary data) is limited to basically the reciprocal of the clock period. However, since virtually all computations exhibit at least a modest degree of parallelism, this means that at a given level of technology, the only means of increasing performance is to employ parallel processors.

There are many styles of parallel architectures, but all present-day designs consist of processing elements, memory, and an interprocessor network. The primary differentiating factor is whether computation is instruction-driven or data-driven. In this chapter, we will restrict ourselves to the former, namely architectures whose processing elements are based, in a fundamental sense, on a classical von Neumann design, originally sketched by John von Neumann. Within this class, there are two principle types of parallel architectures: shared-memory and distributed-memory. These two styles are illustrated in Figure 2.1.

We will discuss processor architecture, memory architecture, and network architecture in the following sections. As mentioned earlier, we will keep this discussion at a rather high-level, since parallel processing may be realized across a wide variety of scales, from multicore chips to supercomputers. For additional details, see [104, 164, 268], or any of many articles on the topic, many of which are accessible via the Internet.

2.2.1 Shared-Memory Parallel Architectures

Figure 2.1(a) illustrates a shared-memory parallel architecture. In this architecture, the von Neuman architecture is extended by adding additional processing elements (each with their own program counters) yet keeping one (conceptually) memory that is now shared among processing elements. Instantiation of a network between processing elements and memory allows any processor to reference any memory location.

Due to physical and economic constraints, the architecture is often partitioned into “nodes.” Each node can contain one or more processing elements, a partition of the memory, and a network interface.

Although a shared-memory design permits extremely low overhead com-
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munication of data (load and store instructions), it does create a major pro-
gramming challenge: resolution of data dependencies. To that end, a number
of instruction-set (atomic instructions) and programming model paradigms
(bulk synchronous) have been invented to simplify this problem.

Caches may filter bandwidth and reduce memory access time. To maintain
correct behavior, caches must be kept “coherent” with each other. That is,
there is always one correct value of a memory location. Unfortunately, global
cache coherency is a major impediment to the scalability of shared-memory
architectures. When caches are placed on the processor side of the network
(where a processor may locally cache any memory location), a cache miss
necessitates a global inquiry as to the location of the current value of a memory
address. In a snoopy protocol, all caches must be queried to ascertain if they
possess the latest copy—a undesirable solution as it necessitates a quadratic
increase in network performance. Directory-based protocols create a directory
that specifies which processors have cached the data. Requesting processors
simply query the fixed directory location, and then query the caching agent.
Although this solution requires additional overhead per cache line, when the
number of caching processors is low, the number of network transactions is
also low.

An alternate solution is to place the caches on the memory-side of the
network. In such an architecture, no coherency protocol is required as only
one cache may ever cache a particular memory address. This solution is ap-
propriate when memory latency exceeds network latency.

2.2.2 Distributed-Memory Parallel Architectures

An alternative to a shared-memory design is a distributed-memory archi-
tecture, as depicted in Figure 2.1(b). At its inception in the late 1980s, the
distributed-memory architecture was a rather radical departure from classical
shared-memory designs. Since processors no longer share memory, they must
communicate via rather bulky network operations, instead of lightweight loads.

FIGURE 2.1: Parallel Architectures. (a) Shared-Memory, (b) Distributed-
Memory.
and stores. On the plus side, processors need only cache local data. Thus, cache coherency is not an impediment to scalability on distributed-memory systems. This is exemplified by machines like IBM’s Blue Gene system, an architecture that has reached unprecedented scales of parallelism (hundreds of thousands of processors).

To simplify the communication challenges, two major communication models (for the purposes of controlling parallelism in a user’s program) have emerged: two-sided message passing and one-sided partitioned global address space (PGAS).

In the two-sided message passing arena, an abstraction layer is applied to the communication interface. The abstraction layer distills communication into send and receive operations, which in turn can be blocking or non-blocking. In two-sided message passing, it is the programmer’s responsibility to pair a send on one processor with a receive on another processor—if he/she fails to do this properly as required, data could be lost, resulting in strange intermittent errors plaguing an otherwise valid program.

Moreover, in two-sided message passing, it is often necessary, for performance reasons, for the programmer to aggregate data into larger messages as this helps amortize latency and overhead.

In the one-sided PGAS world, the abstraction layer conceptually unifies the distributed memories into one shared memory. Additionally, the PGAS model exposes two very useful primitive operations: put and get. For example, a processor may “put” local data to a remote memory, which in essence copies local data to a remote memory location.

There is often confusion on the difference between send/receive semantics (in two-sided message passing) and put/get semantics (in one-sided message passing). The send-receive protocol is not only two-sided but also tag-based. This means that the receiver must match the tag of an incoming message to a tag associated (by a previous receive operation) with a buffer. In contrast, put/get commands are one-sided and based on addresses. In essence, there is no level of indirection to determine the relevant remote memory address with put/get semantics.

2.2.3 Hybrid Parallel Architectures

At the present time, there are many legacy shared-memory applications, particularly in the corporate sector. Partly for this reason, there is a continuing and substantial economic incentive to build mid-range shared-memory parallel architectures. In the 1990s, the scientific community began to leverage these commodity shared-memory multiprocessors (SMPs) as components of large supercomputers. In effect, these machines combine both the shared-memory and distributed-memory paradigms. That is, the shared-memory paradigm is restricted to a local node (a few processors) of some commodity-based SMP, but the distributed-memory paradigm is applied to connect hundreds of thousands of nodes into a large highly parallel system.
In the past, shared-memory nodes have been built mainly from discrete single-core processors. Today, shared-memory nodes are almost invariably built from multicore chips. This has resulted in a paradigm shift of sorts, in which the concurrency per node has grown from a few processors per shared-memory node to potentially hundreds. At the present time, many programmers of large scientific programs ignore the hybrid nature of machines of this class and simply program them with a flat message passing programming model. Such codes usually work at reasonably good performance rates, but there is growing concern that they miss out on the full performance potential of emerging systems consisting of multicore or manycore nodes. Thus some users have converted their programs to employ two levels of parallelism—simple shared-memory parallel commands at the local node level, and message-passing (either one-sided or two-sided) at the global level.

2.3 Processor (Core) Architecture

Virtually every processor used in scientific computing today shows a clear evolutionary lineage from the simple clock-synchronized classical von Neumann architecture. A von Neumann architecture is an instruction-controlled architecture that comprises a single (conceptually) memory array, a control unit, and an execution unit (ALU). Programs are comprised of a sequence of atomic (user perspective) instructions that are fetched from memory (addressed via a program counter or instruction pointer) and executed. Typically, execution of an instruction proceeds by first fetching the requisite operands from memory, then performing the computation, and finally committing the results to memory. The latches of the processor (and thus these phases) are synchronized by a processor clock. Each phase may require one or more clocks to complete.

Over the course of the last 50 years, computer architects have exploited Moore’s Law to evolve these architectures to improve performance and programmer productivity. Initially, due to the relative performance of memory and processors, architects have primarily focused on inventing architectural paradigms to exploit instruction- and data-level parallelism. To that end, in this section, we examine the evolution of processor core architectures and emerging challenges for programmers of such systems.

**Pipelined Processors**: In their simplest (non-pipelined) form, processors complete the execution of one instruction before commencing the execution of the next. By Little’s Law (latency=1, bandwidth=1), we see that such architectures demand no instruction-level parallelism (ILP) to attain peak performance. Although instructions appear atomic to programmers, their execution is clearly composed of a number of stages including fetching the instruction word from memory, decoding it in the control unit, fetching the
relevant operands, performing the computation, and committing the results of the instructions. Architects quickly realized that the phases of sequential instructions could be overlapped. In doing so they could “pipeline” their execution: at the same instant the first instruction is committing its results, the second instruction is performing its computation, the third, is fetching operands, etc. As such, rather than completing one instruction every five cycles, the processor’s peak throughput has been increased to one instruction per cycle. Over the years, architects have continually reduced the functionality of each stage. In doing so, they can substantially increase the clock frequency (“superpipelining”) and thereby increase peak performance.

As dependent instructions are now typically overlapped, stall cycles must be inserted to ensure proper execution. To ensure the programmer is not unduly burdened by resolving these resulting data dependencies, virtually every processor uses an interlock system to transparently insert the appropriate number of stall cycles.

Although hardware will ensure correct execution, the performance of the architecture is highly dependent on the dependencies in the instruction stream. By Little’s Law, we see that the ILP ( concurrency demanded by a pipelined architecture is equal to the number of stages (latency). Data forwarding from the execution stage to prior ones limits the demanded concurrency to the latency of the execution unit. To achieve peak performance, the programmer (or compiler) is responsible for explicitly and continually expressing this ILP in the instruction stream. When ILP is deficient, performance is correspondingly reduced.

**Out-of-Order Processors**: Unfortunately, the compile-time analysis of data dependencies and latencies has often proved unwieldily and limits optimized binaries to one microarchitecture. To that end, system architects have endeavored to extend the processor to dynamically inspect the instruction sequence and discover instruction-level parallelism. The resulting “out-of-order” architecture can be implemented several ways. Generally, additional components are added to the standard pipelined architectures: a register renaming unit, reservation stations, and a reorder buffer. Upon decoding an instruction, a temporary “rename” of the target register is created. The renamed register effectively becomes the real register for purposes of resolving data dependencies for subsequent instructions. Instructions are queued in reservation stations until their operands are available. After computation is completed, results are queued into a reorder buffer. In effect, execution is decoupled from the rest of the processor. Although programs must still exhibit instruction-level parallelism to attain peak performance, dedicating reservation stations for different classes of instructions (functional units) allows out-of-order processors to overlap (and thus hide) instruction latencies.

**Superscalar Processors**: Once out-of-order processors were implemented with multiple functional units and dedicated reservation stations, system architects attempted to process multiple instructions per cycle. Such a bandwidth-oriented approach potentially could increase peak performance
without increasing frequency. In a “superscalar” processor, the processor attempts to fetch, decode, and issue multiple instructions per cycle from a sequential instruction stream. Collectively, the functional units may complete several instructions per cycle to the reorder buffer. As such, the reorder buffer must be capable of committing several instructions per cycle. Ideally, this architecture should increase peak performance. However, the complexity involved in register renaming with multiple (potentially dependent) instructions per cycle often negatively impacts clock frequency and power costs. For this reason, most out-of-order processors are limited to four-way designs (i.e., four instructions per cycle). Moreover, by Little’s Law, the latency–bandwidth product increases in proportional to the number of instructions that can be executed per cycle — only exacerbating the software challenge.

**VLIW Processors:** Discovering four-way parallelism within one cycle has proven to be rather expensive. System architects can mitigate this cost by adopting a very-long instruction word (VLIW) architecture. The VLIW paradigm statically (at compile time) transforms the sequential instruction stream into \( N \) parallel instruction streams. The instructions of these streams are grouped into \( N \)-instruction bundles. On each cycle, a VLIW architecture fetches a bundle and resolves any data dependencies with previous bundles. As the instructions within a bundle are guaranteed to be parallel, the complexity of wide issue is limited. VLIW architectures may be out-of-order (to mitigate unpredictable latencies) or in-order to maximize efficiency. Like superscalar, VLIW simultaneously improves peak performance while challenging the ability to attain it (because of Little’s Law).

**SIMD/Vector Processors:** Superscalar and VLIW processors increase instruction-level parallelism. Scientific applications often apply the same instruction to multiple data elements (a vector). As such, architects re-designed instruction sets to be data-parallel. The resultant single instruction, multiple data (SIMD) or vector instruction sets apply the same operation to multiple data elements — Figure 2.2. Doing so reduces the per-operation instruction fetch and decode overhead, since the SIMD paradigm mandates all operations in a SIMD instruction be data-parallel. One should note that the number of operations expressed by a SIMD instruction need not match the number of execution units. For example, if a SIMD instruction expresses 16-way data level parallelism is executed on a machine with four FPUs, the instruction will require four cycles to complete. When the number of cycles a SIMD instruction requires to complete exceeds the latency of the functional units, the programmer need only express data-level parallelism to fully utilize a processor.

There are two camps within the SIMD design world. In the first, the length of vector operations is encoded in the instruction set. All such SIMD instructions always express \( N \)-way parallelism. Such an approach requires instruction-set changes (longer SIMD instructions) to improve processor performance. In the second, the length of the vector operations is implementation-dependent. That is, two different processors implementing the same vector i-
Instruction set may have not only different numbers of functional units, but also different vector lengths. By encoding the implementation-specific maximum vector length (MVL) into a register, binary compatibility may be maintained. A program simply reads this register, and strip-mine loops based on the vector length. This approach allows vector designs to gracefully expand to handle ever longer vectors.

SIMD architectures are only effective when the compiler infrastructure can encode vast data-level parallelism into the instruction stream. The Fortran-90 (and above) standard includes array syntax that potentially facilitates such SIMD operations. For example, the Fortran code

```fortran
double precision a(10:10), b(10:10), c(10:10)
...
c = cos (a) + sin (b)
```

performs the indicated operations over the entire 100 element-long arrays. As such, SIMD parallelism has been made explicit to the compiler. Nevertheless, effective “SIMDization” has been a challenge for other languages.

**Multithreading:** Superscalar processors are extremely power-hungry and require abundant implicit parallelism in the instruction sequence. Conversely, although VLIW and vector architectures are typically much more efficient, they require substantially more software infrastructure to generate high-quality (i.e., highly efficient) code. To that end, delivered performance on these architectures often suffers. Multithreaded architectures virtualize hardware so that it appears from the programmer’s perspective to be \( N \) distinct processors. In reality, there is one core, but \( N \) thread contexts that hardware (rather than software) time multiplexes between. Clearly, multithreading is a style of parallel architecture. Almost invariably, multithreading is implemented using the shared-memory parallel architecture paradigm.

There are three main styles of multithreading that are principally delineated by the granularity of how often hardware switches tasks. In coarse-grained multithreading, the processor only switches to different threads after issuing a long-latency operations. Between such events, the full capability of the processor is dedicated to one thread. Long latency is a sliding scale and
over the years has meant page faults, floating-point divides, or memory operations. Regardless, the justification is that while that long-latency operation is being processed, the processor may rotate through all other thread contexts. As such, latency is hidden, and forward progress is made. There are two types of fine-grained multithreading. In vertical multithreading (VMT), the processor switches threads every cycle. On that one cycle, all issue slots are available to only one thread. Before selecting a thread, the processor will determine if it’s next instruction is available to execute. In simultaneous multithreading (SMT), a superscalar processor divvies up its issue width among a number of threads. For this reason, SMT often makes more efficient utilization of superscalar processors, since, with enough threads, the processor is usually able to fill all issue slots. It should be noted that VMT and SMT, instructions are fetched, decoded, and buffered prior to the determination of which thread to run.

The advantage of fine-grained and simultaneous multithreading is that these designs are extremely friendly to programmers and the current state of compiler technology. With sufficient threads, the performance characteristics of each thread looks like the unpipelined processors of yesterday. That is, although hardware may still demand a sizable operation concurrency (ILP), the concurrency demanded per thread \((\frac{TLP}{ILP})\) can be quite low. For this reason, programmers, or more often compilers, are rarely required to express any instruction-level parallelism. The clear downside of this design decision is that programmers are required to create thread- or process-parallel programs.

**Multicore:** Multithreading increases efficiency and programability, but it does not necessarily increase peak performance. Recently, architects have endeavored to exploit Moore’s Law by simply placing multiple processors on chip. Just as we saw for multithreading, almost universally the shared-memory parallel architecture is used to interconnect the cores of a multicore processor. From a programming perspective, these multicore processors are indistinguishable from their SMP brethren. Although the processing cores themselves are no faster than their discrete counterparts, optimized parallel applications need only communicate on chip and may thus improve performance. However, using de-facto supercomputing programming paradigms, multicore only delivers better efficiency and performance per unit cost, not better raw performance per core.

**Single Instruction, Multiple Threads (SIMT):** Recently, NVIDIA, a graphics processing unit (GPU) manufacturer, attempted to merge multicore and SIMD in what they call single instruction, multiple threads (SIMT). Unlike the traditional SIMD architecture, in which instructions express SIMD semantics, the NVIDIA G80 and newer architectures group multiple cores into multiprocessors. In such an architecture, cores, and the threads they execute are nominally independent. However, there is only one fetch and decode unit per multiprocessor. As such, when threads execute independently (decoupled), they stall seven out of eight cycles, because of contention for the instruction fetch unit. However, through some software and programming model help,
when all threads wish to execute the same instruction, hardware may broadcast that instruction to all cores and they may attain peak performance. Like SIMD, SIMT amortizes the hardware overhead for instruction fetch and decode. However, in the presence of scalar or non-SIMD code paths, SIMT may execute more efficiently.

2.4 Memory Architecture

Moore’s Law has enabled a level of integration in computer memory devices that would have been unimaginable fifty years ago. The same technology that has enabled multiple processors to be integrated on a chip has enabled multi-gigabit memory chips. Unfortunately, Moore’s Law says nothing about latency, the relative performance of DRAM and SRAM circuits, or the chip pinout technology. Indeed, memory technology vendors compete principally on the basis of density and capacity, not speed. As a result, the clock frequency of CPUs has greatly outpaced that of capacity storage technologies like DRAM. Measured in terms of processor clock cycles, the latency to main memory has increased from one cycle to nearly 1000 core cycles. Moreover, the bandwidth into a chip (pins and frequency) has not kept pace with CPU performance. Over the last 20 years, the resulting memory wall has become the largest impediment to sustained processor performance. Thus, architects have toiled unceasingly to devise clever means of mitigating it. In doing so, they have both transformed the abstract machine representation and attempted to exploit alternate paradigms to ensure memory performance does not mask potential core performance.

2.4.1 Latency and Bandwidth Avoiding Architectures

In a world where performance is increasingly limited by the discrepancy in CPU and memory performance, we may dramatically improve performance by trying to avoid or eliminate both memory latency and the volume of memory traffic. Architects have continually evolved memory architectures to that end. **Accumulators and Specialized Registers:** When on-chip (SRAM) memory was at a premium, but off-chip memory was (relatively) fast and cheap, most processors implemented very few registers. Some early architectures instantiated only an accumulator register. Such architectures typically implemented a register/memory architecture, in which computations involved the accumulator and a memory location (acc←acc OP memory). Over time, additional registers were added, although often they were used for specialized operations (memory addressing, loop counts, stack pointers, condition codes, etc.). In a similar way, instructions were often encoded to use one particular register. Today, we see the vestiges of these specialized registers in AX/BX/CX/SP
registers of Intel-x86-based processors, although Moore’s law has allowed them to grow from eight-bit registers to 64-bit registers.

**General Purpose Register Files:** Eventually, most early architectures standardized their registers into what is today known as a general purpose register file. In essence, this is a small on-chip memory of perhaps 32 words, which functions as an immediately addressed memory. Programs (via compilers) may use it to exploit temporal locality of the variables, and thereby eliminate some of the stall cycles for main memory accesses. Instruction sets have evolved to so that they may reference any one, two, or three of these registers as operands or destinations for computation, address calculation, or stack management. In so doing, they created both an opportunity and challenge for programmers and compilers, namely register allocation. After decades of research, compilers do a pretty good job scheduling registers and instructions.

Some architectures (MIPS, POWER, x86) chose to split their register files into floating-point/multimedia registers and (integer) general purpose registers, since it is relatively rare integer and floating-point data are used for the same computation. A more profound change was the adoption of load-store architectures. No longer can computational instructions refer to memory locations. Rather there is a clean separation between memory operations designed to transfer data between main memory and the register file, and computational instructions that operate on data in the register files.

**Caches:** As the gap between register and main memory latencies and bandwidth continued to widen, it became apparent that a new paradigm was required to bridge the memory–processor gap. The random and unpredictable memory access patterns effectively prevented compilers from exploiting locality on granularities larger than a basic block. The solution was to exploit Moore’s law to create a hardware-controlled, demand-based cache of main memory. The cache would create copies of requested memory addresses and keep them on-chip. On subsequent references, the cache would intercede and return its copy of the data rather than generating a memory transaction. As capacity is finite, hardware must manage which address it “caches” and which should be returned to main memory. Architects have endeavored to create extremely efficiency caches, including multi-level caches and victim caches, as well as selecting the optimal associativity and memory block size.

In general, caches act as a filter on main memory accesses. Hardware subsumes the responsibility of managing and exploiting spatial and temporal locality. In doing so, they eliminate some of the latency and memory traffic. This reduces the number of stalls seen by the processor core thereby keeping it busy performing computation. Broadly speaking, caches have been successful in enhancing productivity and performance. No programming effort is required to exploit them, and they almost always provide at least some benefit, often a substantial benefit. Unfortunately, as commodity cache architectures are optimized for consumer workloads, many scientific programs, with their giant working sets and power-of-two problem sizes, generate pathological cases and
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deliver suboptimal performance. For this reason, programmers in these fields are forced to work around the hardware’s heuristics in an attempt to elicit better cache behavior.

**Local Stores:** Periodically, architects have experimented with local stores or scratchpad memories. In essence, these are disjoint address spaces or an address range carved out of the physical address space. In some cases, such as the Cell architecture from Sony, Toshiba and IBM, which was first employed in the Sony Playstation 3, each core has its own private local store. In other systems, such as various GPUs, a local store may be shared by a cluster of cores. Because the size of these memories is sufficiently small, they may be placed on chip using SRAM or embedded DRAM. Thus, rather than having the programmer try and change loops to elicit better cache behavior, he/she simply blocks his/her code from the beginning. Data for which temporal locality is desired is copied from main memory to the local store from where it may be referenced for computation. Unlike caches where there is a long latency tail associated with access time, the average memory access time for a local store is tightly bound. Moreover, as the programmer controls its contents, local stores do not suffer from cache capacity or conflict misses. The peak energy efficiency and hardware overhead per byte stored for local stores is much better than caches. Nevertheless, local stores are a disruptive technology, since they require programmers to rewrite code to explicitly exploit spatial and temporal locality.

### 2.4.2 Latency Hiding Techniques

Thus far, we’ve examined paradigms architects have employed to avoid memory latency or traffic. However, existing and novel paradigms can be used to simply hide latency rather than eliminate it. These methods must fill these latency cycles with other useful work. Unfortunately, today, with main bandwidth figures exceeding 20 Gbyte/s and latencies in approaching 200 ns, Little’s Law demands processors express 4 Kbytes of concurrency or memory-level parallelism (MLP) to the memory subsystem. No one should underestimate the consternation this has produced among architects and programmers alike.

**Out-of-Order Execution:** Out-of-order processors can keep dozens of memory instructions in flight. Unfortunately, each memory instruction only loads or stores one word (64 bits). As a result, the total concurrency exploited by out-of-order execution may be less than 400 bytes — only 10% of that typically demanded by Little’s Law. Today, out-of-order execution can only hide the latency to caches.

**Software Prefetching:** Often programs and thus programmers know the memory addresses long before the data is actually needed. Using an orphaned load instruction to warm up the cache may limit the instruction-level parallelism, but will not satisfy Little’s Law, since the out-of-order memory unit has limited concurrency. However, architects can create instructions that fall right through the memory unit and immediately request data. These software
prefetch instructions have no target register and thus do not occupy slots in the reservation stations or reorder buffers. In essence, their execution is decoupled from the rest of the core. By properly scheduling them (number and location) programs may completely hide memory latency. In other words, the cache is used to satisfy the concurrency demanded by Little’s Law.

Unfortunately, in practice, software prefetch have limited applicability. It is difficult to express this level of MLP in the more challenging programs. As such, their integration is a very user-intensive and unproductive task.

**Hardware Stream Prefetching:** Architects quickly realized that they could incorporate this prefetching concept directly into hardware. After detecting a sequence of cache misses, the resultant hardware stream prefetcher would speculatively begin to prefetch cache lines that the miss sequence suggests will be demand requested in the future. By prefetching sufficiently far ahead, memory latency can be hidden. Therefore, hardware prefetching has been gracefully incorporated into virtually every high-end processor and readily exploited by most scientific computations. However, there are a few caveats that programmers should adhere to in order to maximize their effectiveness. First, being outside the core, prefetchers are not privy to address translations. For this reason, they may only prefetch data until they cross a page boundary (where an additional translation would be required). Second, until recently, prefetchers could only detect unit- (or, more properly, sub-cache line) strides. Thus, such systems perform best on long unit-stride or low-stride accesses.

**DMA:** Since some programs are not amenable to long unit-stride access patterns, software prefetch has been resurrected as direct memory access (DMA). DMA will copy a block of memory from one address to another. With sufficiently long DMAs, Little’s Law is easily hidden. Recently, processors like Cell have evolved DMA to include gather-scatter support. In essence, the programmer can specify a list of DMA’s (as large as 16 KByte or small as a 16 bits) to perform. Unfortunately, like so many similar methods, DMA requires substantial programming effort to exploit. For the simplest cases, it provides no better performance or efficiency than hardware prefetching. For the more complex cases, we see that multicore and multithreading can more productively satisfy Little’s Law.

**Multithreading and Multicore:** Placing multiple cores (each with multiple threads) on chip is common today. With respect to Little’s Law, multithreading and multicore is very friendly, since 4 KByte (or 512 double-precision words) data can now be distributed among a dozen out-of-order CPU cores or a thousand in-order GPU threads. For this reason, multicore processors can be quite adept at saturating memory bandwidth.
2.5 Network Architecture

Thus far, we have addressed two of the three components shown in Figure 2.1: processor architecture and memory architecture. The third component, namely network architecture, is a description of how the elements of the system are interconnected and details of how they communicate. Indeed, the term network architecture encompasses all levels of communication, from global connections (between nodes in a supercomputer), to the inter-processor network on a node, to the network-on-a-chip that connects cores in a multi-core processor. Just as differences in scaling technologies have pushed memory architecture to the forefront today, the advent of manycore and billion-way parallel machines are likely to raise interconnect and communication systems to be the pre-eminent challenge facing the high-performance community in the coming years.

Broadly speaking, network architecture can be categorized by topology and switching technology. Networks are composed of interface chips (NICs) connected by links. Processors (and memory in the case of shared-memory architectures) connect to the interface chips. Links can be cables (optical or copper), wires on a printed circuit board, or metal routes on a chip. Network transactions, or messages, are sent to the NIC which then arbitrate and send them to their destinations. In the case of shared-memory architectures, upon receipt of a load message, memory will respond (via its interface to the network) with the desired data.

2.5.1 Routing

There are two major types of networks: point-to-point networks and packet-switched. The principal distinction is that the former results in systems in which communication between arbitrary processors is managed in software by transmitting data between directly connected processors while in the latter, data and an “address” of the destination processor are packaged into packets. Hardware then manages the delivery to a processor indirectly connected. In doing so, hardware “routes” these packets along a series of links between connected processors making a “hop” at each step. Among historical computer systems, the Illiac IV is a notable example of a point-to-point chordal network. Today, such point-to-point networks are increasingly relegated to ever small, on-chip scales.

Packet-switched networks are more common at the present time, both for Internet-type applications and also for interprocessor networks in high-performance computer systems. One key figure of merit is how many “hops” are required, on average, for communication between nodes. Since each “hop” entails some delay, the average number of hops is a good index of average delay.
2.5.2 Topology

The term network topology describes the graph connectivity of nodes. In considering what topology to employ, system architects must weigh the costs and benefits associated with each possible design to determine which is appropriate for the desired target scale and performance.

As mentioned above, the simplest network is a fully connected network in which each node is directly connected to every other node. Although only one hop is required to reach any node, the number of links grows quadratically with the number of nodes (in particular, \(n(n + 1)/2\) links). This relegates such designs to very small scales—beyond roughly eight nodes these networks become impractical.

An alternate design is based on a hypercube. In this design, nodes sit at the vertices of an \(n\)-dimensional hypercube, which can be thought of as an \(n\)-dimensional generalization of a cube. The dimension of a hypercube is \(\log_2 P\), where \(P\) is the number of nodes. One advantage of a hypercube architecture is that although the number of hops is equal to the dimension, the number of links is only \(P/2 \cdot \log_2(P)\). This cost grows at a fairly modest rate, and thus reasonable network performance can be achieved even for fairly large configurations. One difficulty with the hypercube topology is that the two-dimensional planar geometries of chips and the three-dimensional universe we live in complicate the manufacture of high-dimensional hypercubes. Thus while they were quite popular for many years, today they are fading in favor of other topologies.

Today, mesh and toroidal geometries are the most commonly used topologies for connecting multiple processors. In either topology, nodes fill an \(n\)-dimensional rectahedral volume. For example, 2048 processors might be contained in a 4-D mesh of dimensions \(4 \times 8 \times 8 \times 8\). Each processor (or, more accurately, network interface card) is connected with eight neighbors—left, right, above, below, in front, behind, as well as those in the fourth dimension.

A torus differs from a mesh in how nodes on the boundary are connected. In a mesh, nodes on the boundary lack one or more neighbors. In a torus, links wrap around to the far side of the network. In other words, a torus topology has a periodic boundary. In either case, the number of links is proportional to the product of dimensionality and nodes, but the number of hops grows in proportion to the \(n\)-th root of the number of nodes. This flexibility in performance versus cost allows system architects to tailor the dimensionality and often the dimensions themselves to achieve an optimal design.

Two parameters that are often associated with a network are diameter and bisection bandwidth:

- Diameter: This is the maximum distance, in hops, between any two nodes in the system.
- Bisection bandwidth: This is the minimum bandwidth between two halves of the system, where the minimum is taken over all ways of cutting the system into two pieces. This parameter is particularly important.
for applications such as those dominated by global fast Fourier transform operations, since such codes typically involve numerous all-to-all exchanges of data.

2.6 Heterogeneous Architectures

Over the years, we have observed that disruptive technologies emerge periodically. These technologies cannot be directly incorporated into existing products due to technological, economical, or programming challenges. So architects and integrators have offered heterogeneous solutions that pair existing solutions with these novel accelerator architectures. If these architectures that employ novel accelerators prove valuable, then over some period of time, they find their way into standard CPU architectures.

Recently, we have observed processors like GPUs and Cell being integrated into large scale supercomputers using this accelerator model. Figure 2.3 shows what these machines often look like. Interestingly, at this granularity, both the Cell (Roadrunner at Los Alamos) and GPU accelerator architectures look quite similar. We see a conventional four-processor CPU node has been paired with a 16-processor accelerator. Invariably, these accelerators have their own private (and often high-cost/performance) memory. That is, the CPU cores (A0..A3) may access their memory via load and store instructions, the accelerator cores may access their memory via load and store instructions, but CPU cores cannot directly load from accelerator memory. In practice, to exploit this accelerator, data must be copied (via a DMA) from the CPU (node) shared memory to the accelerator memory where the accelerator cores may access it. As the overhead of this DMA is high, programmers must explicitly manage data transfers to attain high temporal locality in accelerator memory lest the performance potential be squandered.
Generally, only the CPU cores may initiate inter-node communication. This produces rather complex communication patterns in which data might need to be transferred from accelerator to CPU, from CPU to a remote CPU, and finally from that CPU to its accelerator. Thus, programmers must amortize this tripling in overhead via larger messages and coarser parallelization.

2.7 Summary

We have seen that modern high-performance computer systems span a wide range of designs. Currently systems in widespread usage range from custom-built clusters of personal computers, using inexpensive commodity networking components for communication, to systems involving networks of commercial servers, to custom-designed systems such as the IBM Blue Gene system. At the same time, several large heterogeneous systems have been deployed that employ relatively conventional components, such as personal computer modules, together with game- and graphics-based accelerators.

At the same time, some very large systems are being deployed. The high-performance computing world has already passed the 1 Pflop/s mark (i.e., $10^{15}$ floating-point operations per second). By the time this book appears in print, it is likely that some 10 Pflop/s will already be deployed, and exascale systems (1 Eflop/s, i.e., $10^{18}$ floating-point operations per second) are already being sketched.

The convergence of these two trends—peta- and exascale computing together with an unprecedented proliferation of disparate architectures—portends a future in which the task of extracting optimal performance from a scientific application will be more challenging than ever before.

In the chapters that follow, we will see numerous ways in which state-of-the-art work in the performance arena is meeting this challenge with new tools, techniques and research.
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2.9 Glossary

ALU: Arithmetic and Logic Unit is an execution (functional) unit that performs the basic integer or bit-vector operations.

CPU: Central Processing Unit is a somewhat ambiguous term that may refer to a processor core, processor chip, or an entire SMP. Typically CPUs are optimized for general purpose computing.

DLP: Data-Level Parallelism is a measure of the number of independent data items one operation may be applied to.

DMA: Direct Memory Access is an architectural paradigm designed to maximize memory-level parallelism by expressing memory operations as decoupled bulk transfers.

GPU: Graphics Processing Unit is a processor optimized for graphics computing.

ILP: Instruction-Level Parallelism is a measure of the number of independent (no data hazards) instructions in one instruction stream.

ISA: Instruction Set Architecture is a specification of programmer-visible registers, address spaces, and the instructions that operate on them.

MLP: Memory-Level Parallelism is a measure of the number of independent memory operations that may be injected into the memory subsystem. This may be a quantified as maximum, minimum, or average as calculated over a window of the instruction stream.

Multithreading: is an architectural paradigm in which hardware efficiently virtualizes one core into several.

MVL: Maximum Vector Length is maximum number of data items an operation can be applied to in a SIMD architecture. This vector length may be encoded in the ISA or in an implementation-specific register.

NIC: Network Interface Chip.

PGAS: Partitioned Global Address Space is a programming paradigm in which the shared memory semantics are realized on a distributed memory architecture.

SIMD: Single-Instruction, Multiple-Data is the common architectural paradigm for exploiting data-level parallelism.

SIMT: Single-Instruction, Multiple-Threads is NVIDIA’s approach to efficient exploitation of data-level parallelism while maintaining productive exploitation of thread-level parallelism.
SMP: Shared Memory Parallel is a parallel architecture paradigm in which multiple processing elements shared a common address space.

SMT: Simultaneous Multithreading is a multithreading architectural paradigm in which hardware partitions each cycle’s instruction issue bandwidth among two or more threads. This is also known as horizontal multithreading.

TLP: Thread-Level Parallelism is a measure of the number of parallel instruction stream a program could support.

Vector: A SIMD-based architectural paradigm designed to exploit data-level parallelism. A purest definition of vector does not require the vector length to be fixed by the ISA.

VLIW: Very Long Instruction Word is an architectural paradigm that explicitly encodes instruction-level parallelism as a bundle of independent instructions.

VMT: In Vertical Multithreading, each cycle’s instruction issue width is entirely allocated to one thread. As such, if visualized with time vertical and issue width horizontal, threads appear to be vertically stacked.
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3.1 Introduction

Hardware performance counters are registers available on modern CPUs that count low-level events within the processor with minimal overhead. Hardware counters may also exist on other system components, such as memory controllers and network interfaces. Data from the counters can be used for performance evaluation and tuning. Each processor family has a different set of hardware counters, often with different names even for the same types of events. Models in the same processor family can also differ in the specific events available. In general similar types of events are available on most CPUs.

Hardware counters are a powerful tool, but widespread adoption has been hindered by scant documentation, lack of cross-platform interfaces, and poor operating system support. Historically hardware counters were used internally by chip designers and interfaces were not always documented or made publicly available. As application and performance tool developers began to discover the usefulness of counters, vendors started supporting the interfaces (SGI’s perfex interface is an early example). These interfaces were platform-specific; an application or tool developer had to use a different interface on each platform. Typically special operating system support is needed to access the counters, and for some popular operating systems (such as Linux) this support was missing.

Linux support for hardware counters has been substandard for years. Until recently the default kernel did not support access to the counters; the kernel had to be specifically patched. Various counter patch sets were available, including the perfctr patches (developed by Mikael Pettersson of Uppsala University) and the perfmon and perfmon2 [129] projects (developed by Stéphane Eranian). In 2009 performance counter support was finally merged into the Linux kernel, as the Performance Counters for Linux (PCL) project (since renamed to simply “perf events”).

The divergent nature of performance counters across various platforms, architectures, and operating systems has led to the need for a layer of abstraction that hides these differences. This is addressed by the Performance API (PAPI) [64] project at the University of Tennessee, which has developed a platform-independent interface to the underlying hardware counter implementations.

The remainder of this chapter explores the features, uses, and limitations of hardware performance counters, and describes operating system interfaces and the PAPI interface.
3.2 Processor Counters

The hardware counters available on CPUs expose the underlying architecture of the chip for program analysis. Various types of events are available, but care should be taken when extrapolating conclusions from the results.

Counters are a limited resource; in general only a few (typically from 2-5) events can be counted at a time. On modern CPUs there may be hundreds of available events, making it difficult to decide which events are relevant and worth counting.

Commonly available events include the following:

- Cycle count
- Instruction count
- Cache and memory statistics
- Branch predictor statistics
- Floating point statistics
- Resource utilization

Counts can be collected as aggregate totals, or else sampled. Sampling helps when counting more events than available counters, although this introduces some degree of error in the results. Counts can be restricted to only userspace or kernel events, as well as specifying whether monitoring should be per-process or system-wide.

3.3 Off-Core and Shared Counter Resources

In addition to the counters found on CPUs, various other hardware sub-systems found in modern computers also provide performance counters. This includes hardware such as hard disks, graphical processing units (GPUs), and networking equipment.

Many network switches and network interface cards (NICs) contain counters that can monitor various performance and reliability events. Possible events include checksum errors, dropped packets, and packets sent and received. Communication in OS-bypass networks such as Myrinet and Infiniband is asynchronous to the application; therefore hardware monitoring, in addition to being low overhead, may be the only way to obtain important data about communication performance.

As processor densities climb, the thermal properties and energy usage of
high performance systems are becoming increasingly important. Such systems contain large numbers of densely packed processors that require a great deal of electricity. Power and thermal management are becoming critical to successful resource utilization [133]. Modern systems are beginning to provide interfaces for monitoring thermal and power consumption sensors.

Unlike on-processor counters, off-processor counters and sensors usually measure events in a system-wide rather than a process- or thread-specific context. When an application has exclusive use of a machine partition (or runs on a single core of a multi-core node) it may be possible to interpret such events in the context of the application. Alternately, when running a multi-threaded application it may be possible to deconvolve the system-wide counts and develop a coarse picture of single thread response.

Section 3.6 discusses extensions to the PAPI hardware counter library to handle off-processor counters. There is currently no standard mechanism to provide such performance information in a way that is useful for application performance tuning. New methods need to be developed to collect and interpret hardware counter information for shared resources in an appropriate manner. Research is underway in the PAPI project to explore these issues.

3.4 Platform Examples

Hardware performance counters are available for most modern CPU implementations. This includes not only the popular x86 line of processors, but also VLIW systems (ia64), RISC systems (Alpha, MIPS, Power and SPARC) as well as embedded systems (ARM, SH, AVR32). Unfortunately counter implementations vary wildly across architectures, and even within chip families. Below is a brief sampling of available implementations.

3.4.1 AMD

AMD performance counter implementation has remained relatively stable from the 32-bit Athlon processors up to and including current 64-bit systems. Each core supports four counters, with the available events varying slightly across models.

Performance counter measurements become more complicated as multiple cores are included per chip package. Some measurements are package-wide as opposed to being per-core. These values include counts such as per-package cache and memory controller events. The L3 cache events in AMD Opteron quad-core processors are not monitored in four independent set of hardware counter registers but in a single set of registers not associated with a specific core (often referred to as “shadow” registers). When an L3 event is programmed into one of the four per-core counters, it gets copied by hardware
to the shadow register. Thus, only the last event programmed into any core is the one used by all cores. When several cores try to share a shadow register, the results are not clearly defined. Performance counter measurement at the process or thread level relies on the assumption that counter resources can be isolated to a single thread of execution. That assumption is generally no longer true for resources shared between cores.

Newer AMD processors also support an advanced feature known as Instruction Based Sampling (IBS) that can provide more information than usually provided with regular counters. This is described in detail in Section 3.7.2.

3.4.2 Intel

Intel processor counter implementations are model specific. The Pentium 4 has a complicated implementation that is completely different from anything before or after it. Most modern processors are based on an enhanced version of an interface similar to that available on the original Pentium Pro. Despite similarities at the interface level, the Core2, Atom, and Nehalem implementations vary in the available number of counters and which events are available. The best references for these are the Intel manuals [179].

More recent multi-core Intel processors (starting with Nehalem) have “uncore” counters that are shared among all the cores of the chip. These are different than the off-core AMD measurements as they are implemented separately from the core counters and count only at a system-wide level. On some systems this is further complicated by the availability of HyperThreading which further splits the counters. Early Intel dual-core processors addressed the issue of shared resources by providing SELF and BOTH modifiers on events. This allowed each core to independently monitor the event stream and to collect counts for its activity or for all activities involving that resource. With the introduction of the Nehalem (core i7) architecture, Intel moved measurement of chip level shared resources off the cores and onto the chips.

Intel also supports an advanced instrumentation feature, PEBS, described in Section 3.7.2.

3.4.3 IBM Blue Gene

IBM’s Blue Gene series of machines show another approach to performance counters and the problem of measuring activities on shared resources. Blue Gene/L uses dual-core processors and Blue Gene/P uses quad-core processors. In both cases hardware counters are implemented in the UPC, a Universal Performance Counter module that is completely external to any core. In Blue Gene/P, for example, the UPC contains 256 independent hardware counters [288]. Events on each core can be measured independently, but the core must be specified in the event identifier. This can create great difficulty for code that does not know (or care) about on which core it is running. Another difficulty is that these counters can only be programmed to measure
events on either cores 0 and 1, or cores 2 and 3, but not on a mixture of all cores at once.

3.5 Operating System Interfaces

The interface to performance counters varies by operating system. We will focus on the interfaces available under Linux; other operating systems have similar functionality.

3.5.1 Perf Events

In December of 2008, a new approach to monitoring hardware performance counters was introduced to the Linux community by Ingo Molnar and Thomas Gleixner. This interface was rapidly accepted by Linus Torvalds and incorporated into the mainline Linux kernel as of version 2.6.31. This approach was originally informally called “Performance Counters for Linux” (PCL) but recently the scope of the project has been broadened and it now goes by “Perf Events.” The speed with which this code was accepted into the Linux kernel was startling to many in the community, as perfctr and perfmon had both met with intense resistance to inclusion in the kernel for many years. The code base is evolving rapidly, incorporating counter grouping capabilities, virtual counters for metrics such as page faults and context switches, and inheritance capabilities for monitoring performance events in child processes. Unfortunately the code is still not as mature and feature-rich as the previous perfmon2 and perfctr projects.

Perf Events introduces a single system call as an entry point to a single counter abstraction. The call, \texttt{sys\_perf\_counter\_open}, returns a file descriptor that provides access to a hardware event. A continuing point of contention between Perf Events and other approaches is that Perf Events incorporates all information about counters and events into the kernel code itself, adding a significant amount of descriptive code to the kernel. This is a significant departure from tools such as perfmon that put as little knowledge about specific events as possible in the kernel and provide event description information in user space libraries. Embedding such data in the kernel can cause difficulties for user-space tools to make decisions about what events can be counted simultaneously and for vendors to provide updates without resorting to patching the kernel or waiting on new kernel releases. It is likely that some combination of user-space library and kernel level infrastructure will continue to exist after Perf Events becomes part of a released Linux kernel.
3.5.2 Perfmon2

The perfmon2 project was the leading contender for inclusion in the Linux kernel before the surprise emergence of Perf Events. The development of perfmon2 has slowed now that Perf Events has been merged, and parts of the infrastructure (such as the libpmu library) have been adapted so that they can work with the Perf Events subsystem.

The goal of the perfmon2 project is to design a generic low-level performance monitoring interface to access all hardware performance monitoring unit (PMU) implementations and support a variety of performance tools. Although PMUs exhibit considerable variations between process architectures and even within the same processor architecture, the perfmon2 developers aimed to exploit some common characteristics. For example, all modern PMUs use a register-based interface with simple read and write operations. A PMU commonly exports a set of control registers for configuring what is to be measured. Perfmon2 developers aimed to support the diverse needs of performance tools. Some tools simply collect counts of events while others sample to collect profiles. Some collect measurements for a single thread (per-thread) while others measure the entire system (system-wide).

The interface consists of the perfmonctl system call. A system call was preferred over the device driver model because it is built in and offers greater flexibility for the type and number of parameters. The system call also makes it easier for implementations to support a per-thread monitoring mode which requires saving and restoring the PMU state on thread context switch. The entire PMU state is encapsulated by a software abstraction called the perfmon context.

The PMU hardware interface is abstracted by considering it to be comprised of two sets of registers: a set of control (PMC) and a set of data (PMD) registers. The interface exports all PMU registers as 64-bit data, even though many PMU implementations have fewer. The interface does not know what each register does, how many there are, or how they are associated with each other. The implementation for each platform maps the logical PMC and PMD onto the actual PMU registers. All event specific information is relegated to the user level where it can be easily encapsulated in a library.

The interface supports time-based sampling (TBS) at the user level. The sampling period is determined by a timeout. When the timeout occurs, a sample is recorded. The user can implement the timeout using existing interfaces such as setitimer(). The interface also supports event-based sampling (EBS) for which the sampling period is determined by the number of occurrences of an event rather than by time. This mode requires the PMU to be capable of generating an interrupt when a counter overflows.
3.5.3 Oprofile

Oprofile [213] is a low-overhead profiler for Linux which is capable of using hardware performance counters to profile processes, shared libraries, and the kernel (including device drivers). Oprofile is modeled after Compaq/HP’s Digital Continuous Profiling Infrastructure for the Alpha processor and was first introduced in 2002 for Linux 2.4 kernels.

Oprofile does not modify the kernel, but rather uses a daemon to monitor hardware counter performance across the entire system. It works by allowing the user to specify a hardware event to be monitored and an event threshold to be counted. It relies on interrupt-on-overflow to statistically profile where events are occurring in the system image. Using debug symbol tables, it can then map addresses back to source code to expose where the system is spending large fractions of time. More recent versions can also provide call-graph profiles.

3.6 PAPI in Detail

The PAPI library [64] was originally developed to address the problem of accessing the processor hardware counters found on a diverse collection of modern microprocessors in a portable manner. The original PAPI design consists of two internal layers: a large portable layer optimized for platform independence and a smaller hardware specific layer containing platform dependent code. By compiling and statically linking the independent layer with the hardware specific layer, an instance of the PAPI library can be produced for a specific operating system and hardware architecture.

3.6.1 Extension to Off-Processor Counters

Modern complex architectures have made it important to be able to access off-processor performance monitoring hardware. The current situation with off-processor counters is similar to the situation that existed with on-processor counters before PAPI. A number of different platform-specific interfaces exist, some of which are poorly documented or not documented at all. PAPI, as of version 4.0, has been extended to encompass off-processor counters and sensors. Version 4.0 (called Component-PAPI, or PAPI-C) is a complete redesign of the PAPI library. The one-to-one relationship between the platform independent layer and a hardware specific layer has been replaced by a one-to-many coupling between the independent framework layer and a collection of hardware specific components. Using PAPI-C, it is now possible to access counters from different subsystems simultaneously, for example from processor, network, and thermal sensor components.
Available events and hardware information.

<table>
<thead>
<tr>
<th>Name</th>
<th>Code</th>
<th>Avail</th>
<th>Deriv</th>
<th>Description</th>
<th>(Note)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAPI_L1_DCM</td>
<td>0x80000000</td>
<td>Yes</td>
<td>No</td>
<td>Level 1 data cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L1_ICM</td>
<td>0x80000001</td>
<td>Yes</td>
<td>No</td>
<td>Level 1 instruction cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L2_DCM</td>
<td>0x80000002</td>
<td>Yes</td>
<td>Yes</td>
<td>Level 2 data cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L2_ICM</td>
<td>0x80000003</td>
<td>Yes</td>
<td>No</td>
<td>Level 2 instruction cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L3_DCM</td>
<td>0x80000004</td>
<td>No</td>
<td>No</td>
<td>Level 3 data cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L3_ICM</td>
<td>0x80000005</td>
<td>No</td>
<td>No</td>
<td>Level 3 instruction cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L1_TCM</td>
<td>0x80000006</td>
<td>No</td>
<td>No</td>
<td>Level 1 cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L2_TCM</td>
<td>0x80000007</td>
<td>Yes</td>
<td>No</td>
<td>Level 2 cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_L3_TCM</td>
<td>0x80000008</td>
<td>No</td>
<td>No</td>
<td>Level 3 cache misses</td>
<td></td>
</tr>
<tr>
<td>PAPI_DP_OPS</td>
<td>0x80000068</td>
<td>Yes</td>
<td>Yes</td>
<td>Floating point operations</td>
<td></td>
</tr>
<tr>
<td>PAPI_VEC_SP</td>
<td>0x80000069</td>
<td>Yes</td>
<td>No</td>
<td>Single precision vector/SIMD instructions</td>
<td></td>
</tr>
<tr>
<td>PAPI_VEC_DP</td>
<td>0x8000006a</td>
<td>Yes</td>
<td>No</td>
<td>Double precision vector/SIMD instructions</td>
<td></td>
</tr>
</tbody>
</table>

The following correspond to fields in the PAPI_event_info_t structure.

Of 107 possible events, 35 are available, of which 9 are derived.

**FIGURE 3.1:** Sample output from the papi_avail command.

Example components have been implemented in the initial release of C-PAPI for ACPI temperature sensors, the Myrinet network counters, and the Im-sensors interface. Work is ongoing on Infiniband and Lustre components.

### 3.6.2 Countable Events

Countable events in PAPI are either preset events (defined across architectures) or native events (unique to a specific architecture). To date, preset events have only been defined for processor hardware counters; all events on off-processor components are native events.

A preset event can be defined in terms of a single event native to a given CPU, or it can be derived as a linear combination of native events. More complex derived combinations of events can be expressed in reverse Polish nota-
tion and computed at run-time by PAPI. For many platforms, the preset event definitions are provided in a comma separated values file, `papi_events.csv`, which can be modified by developers to explore novel or alternative definitions of preset events. Because not all present events are implemented on all platforms, a utility called `papiavail` is provided to examine the list of available preset events on the underlying platform. A portion of the output for an Intel Nehalem (core i7) processor is shown in Figure 3.1.

PAPI components contain tables of native event information that allow native events to be programmed in essentially the same way as preset events. Each native event may have a number of attributes, called unit masks, that can act as filters to determine exactly what gets counted. An example of a native event name with unit masks for the Intel Nehalem architecture is `L2_DATA_RQSTS:DEMAND_M_STATE:DEMAND_I_STATE`.

Attributes can be appended in any order and combination, and are separated by colon characters. Some components such as LM-SENSORS may have hierarchically defined native events. An example of such a hierarchy is `LM_SENSORS.max1617-12c-0-18.temp2.tempw_input`. In this case, levels of the hierarchy are separated by period characters. Complete listings of the native events available on a given platform can be obtained by running a utility analogous to `papiavail`, called `papi_native_avail`.

The PAPI low-level interface has support for advanced features such as multiplexing and sampling.

### 3.7 Counter Usage Modes

Hardware performance monitors are used in one of two modes:

1. Counting mode (to collect aggregate counts of event occurrences).
2. Statistical sampling mode (to collect profiling data based on counter overflows).

Both modes have their uses in performance modeling, analysis, tuning, and in feedback-directed compiler optimization. In some cases, one mode is required or preferred over the other. Platforms vary in their hardware and operating system support for the two modes. Either mode may be derived from the other. On platforms that do not support hardware interrupt on counter overflow, timer interrupts can be used to periodically check for overflow and implement statistical sampling in software. On platforms that primarily support statistical profiling, event counts can be estimated by aggregating profiling data. The degree of platform support for a particular mode can greatly affect the accuracy of that mode.
3.7.1 Counting Mode

A first step in performance analysis is to measure the aggregate performance characteristics of the application or system under study. Aggregate event counts are determined by reading hardware event counters before and after the workload is run. Events of interest include cycle and instruction counts, cache and memory access at different levels of the memory hierarchy, branch mispredictions, and cache coherence events. Event rates, such as completed instructions per cycle, cache miss rates, and branch mispredictions rates, can be calculated by dividing counts by the elapsed time.

3.7.2 Sampling Mode

Sampling is a powerful methodology that can give deeper insight into program behavior than that obtained through simple counting. Different platforms implement sampling in differing ways.

**Intel PEBS:** Precise Event-Based Sampling (PEBS) is an advanced sampling feature of the Intel Core-based processors in which the processor directly records samples into a designated memory region. With PEBS the format of the samples is mandated by the processor. Each sample contains the machine state of the processor at the time of counter overflow. The precision of PEBS comes from the instruction pointer recorded in each sample being at most one instruction away from where the counter actually overflowed. This instruction pointer difference (known as “skid”) is minimized compared to other methods of gathering performance data. Another key advantage of PEBS is that it minimizes overhead by only involving the operating system when the PEBS buffer is full. A constraint of PEBS is that it only works with certain events, and there is no flexibility in what is recorded in each sample. For instance, in system-wide mode the process identification is not recorded.

**AMD IBS:** Instruction-Based Sampling (IBS) is a sampling technique available on AMD Family 10h processors [30]. Traditional performance counter sampling is not precise enough to isolate performance issues to individual instructions. IBS, however, precisely identifies instructions responsible for sampled events.

There are two types of IBS sampling. The first, IBS fetch sampling, is a statistical sampling method that counts completed fetch operations. When the number of completed fetch operations reaches the maximum fetch count (the sampling period), IBS tags the fetch operation and monitors that operation until it either completes or aborts. When a tagged fetch completes or aborts, a sampling interrupt is generated, and an IBS fetch sample is taken. An IBS fetch sample contains a timestamp, the identifier of the interrupted process, the virtual fetch address, and several event flags and values that describe what happened during the fetch operation. The second type of sampling is IBS op sampling, which selects, tags, and monitors macro-ops as issued from AMD64 instructions.
Two types of sample selection are available. Cycles-based selection counts CPU clock cycles; the op is tagged and monitored when the count reaches a threshold (the sampling period) and a valid op is available. The second option is dispatched op-based selection which counts dispatched macro-ops. When the count reaches a threshold, the next valid op is tagged and monitored. With both options, an IBS sample is generated only if the tagged op retires. Thus, IBS op event information does not measure activity due to speculative execution. The execution stages of the pipeline monitor the tagged macro-op; when the tagged macro-op retires, the processor generates a sampling interrupt and takes an IBS op sample. An IBS op sample contains a timestamp, the identifier of the interrupted process, the virtual address of the instruction from which the op was issued, and several event flags and values that describe what happened when the macro-op executed.

3.7.3 Data Address Sampling

Data address sampling captures the operand address of a memory instruction (load or store) upon the occurrence of a user-specified threshold for events such as cache or TLB misses. Hardware support for data address sampling is available to some extent on several platforms, including IBM POWER5 [236], Intel Itanium [179], Sun UltraSparc [182], and AMD 10h processors (e.g., Barcelona and Shanghai) [30]. Hardware data address sampling is especially useful for analyzing performance on multicore architectures, since the interaction among cores typically occurs through the sharing of data [35].

3.8 Uses of Hardware Counters

Hardware performance counters have a variety of uses, including many which probably were not envisioned by the original designers. The most common use of performance counters is for performance optimization. Performance on a multicore system can often be evaluated by means of core counter metrics.

3.8.1 Optimizing Cache Usage

If each core has its own performance monitoring unit (as for example on the Intel Core 2 and Intel Core Duo), and if it is possible to count the number of unhalted cycles on each core, then the sum of this metric over all the cores divided by the total execution time converted to cycles (assuming dynamic frequency scaling is disabled) will yield a scaling metric. The scaling metric will range between 1 for completely serialized execution and \( n \) (where \( n \) = number of cores) for perfect scaling. Poor scaling due to contention for a shared
cache occurs when cache sharing results in increased cache line eviction and reloading. Faster and/or bigger caches may not help with this problem, since the issue is an effective reduction of useful cache size. Most PMUs provide an event that counts last level cache (LLC) misses. In the case of strong scaling, non-contention would mean that the number of LLC misses remains constant as the number of cores is increased. In the case of weak scaling, non-contention would mean that the number of misses per core remains constant. If poor scaling is occurring due to cache contention, it may be possible to use hardware counter data to pin down the exact cause of the problem. Possible causes include:

1. True or false sharing of cache lines.
2. Parallel threads evicting each others cache lines due to capacity limitations.

True or false cache line sharing can be detected on some processors by measuring a hardware event that counts the number of times an LLC cache miss is caused by the required cache line being in another cache in a modified state (known as a “hit modified” event – for example \texttt{EXT\_SNOOPS\_ALL\_AGENTS\_HITM} on the Intel Core 2). Comparing the number of these events between single-thread and multi-threaded executions can reveal when such problems are occurring. False sharing is likely to occur in parallelized loops for which the iterations have been distributed to different threads. Two threads evicting each others cache lines due to competition for space would result in an increase in the total number of cache lines being evicted but not an increase in the hit-modified metric.

### 3.8.2 Optimizing Bus Bandwidth

A resource that is always shared by multiple cores on a chip is the front side bus (FSB). The FSB bandwidth is affected by a number of factors, including bus frequency, processor frequency, cache coherency requirements, and configuration of hardware prefetchers. The only reliable way to determine bus bandwidth on a specific platform is to measure it with a synthetic benchmark. Once the bus bandwidth has been determined, the likelihood of FSB saturation during parallel execution can be predicted from hardware counter measurements taken during a single-threaded execution. If the metric of cache lines transferred per cycle can be determined, then the expected value for a multi-threaded execution can be obtained by multiplying by the number of threads. Some platforms provide hardware counter metrics that break down the various contributions to FSB utilization.

### 3.8.3 Optimizing Prefetching

Another problem that can occur on multicore systems, and that may become more of an issue as the number of cores is increased, is excessive cache
line prefetching. While prefetching can substantially improve performance for some applications, it can degrade performance for others by aggravating bus bandwidth limits. There are different types of hardware prefetchers available (some of which can be enabled or disabled, depending on the system configuration) as well as software prefetching. Some platforms provide hardware counter events related to hardware prefetches. These counters can be used to determine the number of unread cache lines that hardware prefetchers have requested. A nonzero value for a hardware event associated with a hardware prefetcher will indicate that the prefetcher is enabled.

3.8.4 TLB Usage Optimization

Chip multi-processor (CMP) systems may have shared DTLBs or a DTLB dedicated to each core. In either case, the ideal behavior is for the number of DTLB misses per core to decrease proportionally with problem size in the case of strong scaling, and to remain constant with weak scaling. An increase in DTLB misses, which can usually be measured by a hardware counter event, may be the cause of poor scaling behavior.

3.8.5 Other Uses

Performance counters can be used in ways other than code optimization. This includes:

1. Visualization of program behavior (see Figure 3.2).
2. Computer simulator validation [113].
3. Power or temperature estimation [305].
4. Optimized operating system schedulers [132].
5. Multi-thread deterministic execution [266].
6. Feedback directed optimization [91].

3.9 Caveats of Hardware Counters

While performance counters are a powerful tool, care must be taken when using the results.

3.9.1 Accuracy

Although aggregate event counts are sometimes referred to as “exact counts,” and profiling is statistical in nature, sources of error exist for both modes. As in any physical system, the act of measuring perturbs the phenomenon being measured. The counter interfaces necessarily introduce overhead in the form of extra instructions (including system calls), and the interfaces cause cache pollution that can change the cache and memory behavior of the monitored application. The cost of processing counter overflow interrupts can be a significant source of overhead in sampling-based profiling. Furthermore, a lack of hardware support for precisely identifying an event’s address may result in incorrect attribution of events to instructions on modern superscalar, out-of-order processors, thereby making profiling data inaccurate.

Hardware designers use performance counters for internal testing, and they publish their use mainly as a courtesy. When asked they will admit that very little testing goes into the counters, and that caution should be exercised when using any counter (though commonly used ones such as retired instructions or cycle count can generally be counted on to be reliable).

Before using an event, it is a good idea to read the documentation for your chip and check the vendor supplied errata to make sure there are no known problems with the event. Also a few sanity checks should be run on small programs to make sure the results are what you expect. Modern chips have advanced features that can cause unexpected results, such as hardware prefetchers that can vastly change cache behavior compared to a traditional view of how caches behave.

Another issue to worry about is multiplexing. When enough counters are not available, the operating system might multiplex the counters. This adds a certain amount of inaccuracy to returned results.

3.9.2 Overhead

Even though performance counters have relatively low overhead, the overhead is enough that it can be measured. On a counter overflow an interrupt
routine interrupts program flow, which can cause timing (and even cache) behavior changes that would not happen if counters were not being used.

Also, libraries such as PAPI add a certain amount of overhead each time a routine is called, which can show up in counter results.

### 3.9.3 Determinism

It is often expected that if the same program is run twice, the resulting performance results should be the same between runs. Even if a program is specifically set up to be deterministic, various factors can cause different counts [356]. The operating system can put parts of the program in different parts of memory run-to-run (address space randomization, a security feature of Linux that can be disabled). Some counts can vary due to operating system conditions and other programs running on the system. Branch prediction and cache rates can be affected by the behavior of other programs and by the operating system accessing memory. Especially on x86, some counters increment whenever a hardware interrupt happens, which can artificially increase counts.

These determinism problems are magnified on multi-core workloads, as the different interacting threads are scheduled in a non-deterministic fashion.

### 3.10 Summary

Hardware performance counters are a powerful tool that can offer insight into the underlying system behavior. As machines become more complex, interactions between applications and systems become non-intuitive and harder to understand. This is compounded by the move to large massively parallel systems. The use of performance counters and tools such as PAPI can greatly increase understanding and enable performance improvements of difficult codes.
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4.1 Introduction

Over the last several decades, platforms for high performance computing (HPC) have become increasingly complex. Today, the largest systems consist of tens of thousands of nodes. Each node is equipped with one or more multicore microprocessors. Individual processor cores support additional levels of parallelism including pipelined execution of multiple instructions, short vector operations, and simultaneous multithreading. Microprocessor-based nodes rely on deep multi-level memory hierarchies for managing latency and improving data bandwidth to processor cores. Subsystems for interprocessor communication and parallel I/O add to the overall complexity of these platforms.

Achieving high efficiency on such HPC systems with sophisticated applications is imperative for tackling “grand challenge” problems in engineering and science. Without careful attention, data-intensive scientific applications typically achieve less than 10% of peak performance on the sort of microprocessor-based parallel systems common today [264]. As a result, there is an urgent need for effective and scalable tools that can pinpoint performance and scalability bottlenecks in sophisticated applications running on HPC platforms. A challenge for tools is that bottlenecks may arise from a myriad of causes both within and across nodes. A performance analysis tool should enable one to pinpoint performance bottlenecks and identify their underlying causes.
The performance of a parallel program on a large-scale parallel system depends primarily on how its work, load balance, communication, and I/O costs scale with the size of its input data and the number of processors used. Additionally, one must consider how well an application makes use of the resources available on the target platform. Understanding the performance of a parallel program on a particular system requires measurement and analysis of many different aspects of program behavior. Some aspects worthy of attention include work (i.e., operation counts), resource consumption (e.g., memory bandwidth, communication bandwidth, I/O bandwidth), and inefficiency (e.g., contention, delays, and insufficient parallelism).

For performance tools to analyze aspects of a parallel program’s execution, they must be observable. For any given parallel system, not all aspects of interest will be measurable. For those that are, performance tools must gather metrics and correlate them to the program contexts in which they occur. It is also useful for tools to gather data about how execution behavior unfolds over time. While some aspects of program performance (e.g., load balance) can be diagnosed with simple summary information, others (e.g., serialization) require temporal or ordering information to identify them.

Performance tools must balance the need for information against the cost of obtaining it. Too little information leads to shallow and inaccurate analysis results; very detailed information is difficult to measure reliably and cumbersome to analyze. Unfortunately, there is no formal approach to determine, given a parallel performance evaluation problem, how to best observe a parallel execution to produce only the information essential for analysis. Furthermore, any parallel performance methodology ultimately is constrained by the capabilities of the mechanisms available for observing performance.

A parallel program execution can be regarded as a sequence of concurrent operations reflecting aspects of its computational activities. While the execution of instructions by processor cores is of course critical to high performance, other aspects of an execution are equally important, including activities in the memory system, interconnection network, and I/O subsystem. Operations of interest must be measured to be observed. Events are operations made visible to the measurement system. Not all operations can be monitored, and thus events only represent operations that are observable. In addition to encoding information about an operation, an event can be associated with the execution context in which it occurred and when it occurred in time.

A fundamental challenge for performance tools is how to gather detailed information to identify performance problems without unduly distorting an application’s execution. The nature of performance measurements, the cost of collecting them, and the analyses that they support follow directly from the approach used to gather performance data. In this chapter, we discuss several different approaches for measuring the performance of parallel programs and then describe in detail two leading performance toolkits that use rather different approaches for performance measurement and analysis. The next section provides some precise definitions of terms that one must understand.
to appreciate the commonality and differences between the measurement approaches described in this chapter. The chapter continues with descriptions of the HPCToolkit performance tools and the TAU Performance System. The section about each toolkit describes its features, outlines its capabilities, and demonstrates how it can be used to analyze the performance of large-scale applications. The chapter concludes with a brief discussion of open issues and challenges ahead for performance measurement and analysis on next generation parallel systems.

4.2 Terminology

Performance measurement relies on access to events. The terms synchronous and asynchronous are useful to distinguish the way an event is measured. A synchronous measurement of an event is one that is collected by code embedded in a program’s control flow. An asynchronous measurement of an event is one that is collected by a signal handler invoked in response to an event occurrence.

Two orthogonal techniques used by performance tools are instrumentation and sampling. Performance tools for parallel systems typically augment programs with additional instructions (i.e., instrumentation) to monitor various aspects of program behavior. Most commonly, when people think of instrumentation, they think of using it to measure performance characteristics; this use of instrumentation is described in Section 4.3.1. However, instrumentation is also used by performance tools to observe certain significant operations, such as creation and destruction of processes and threads. Instrumentation of such operations is used by tools to ensure that necessary tool control operations, such as initialization or finalization of performance data for a thread, can be performed at appropriate times.

Monitoring all events in a program execution can be costly. To reduce the cost of monitoring, performance tools often use sampling to observe a fraction of program events. Most commonly, when people think of sampling in the context of performance tools, they think of asynchronous sampling, in which program control flow is periodically interrupted to associate an event or cost with the context in which it occurred. However, sampling need not be asynchronous. One can use sampling in conjunction with instrumentation injected into a program to make operations observable. For example, when instrumentation is encountered during program execution, the measurement code may choose to collect data only for some subset of the times it is executed. This style of synchronous sampling was used by Photon MPI [341], which used instrumentation of message passing routines, but used sampling to collect measurements for only a subset of messages transmitted. In general, this points
out the important distinction between how events are made observable and what is measured about the events.

There are two basic ways to record performance measurements of a program execution: as a stream of events, known as a \textit{trace}, or a statistical summary, known as a \textit{profile}. Each of these approaches has strengths and weaknesses. Traces can provide detailed insight into how an execution unfolds over time. While this is a powerful capability, it comes at a cost: for large-scale parallel systems, detailed traces can be enormous. In contrast, profiles are relatively compact—their size does not grow linearly with program execution time—and they can be recorded with low overhead. As a statistical summary, a profile by definition lacks detail about how events unfold over time in an execution; for this reason, profiles cannot yield insight into a program’s transient execution behavior. Despite their limitations, profiles can be surprisingly useful; for example, Section 4.4.3.3 describes how profiles can be used to pinpoint and quantify scalability bottlenecks with low overhead.

\section*{4.3 Measurement Approaches}

In this section, we review two different measurement approaches used by performance tools: measurement based on instrumentation, and measurement based on asynchronous sampling.

\subsection*{4.3.1 Instrumentation}

A straightforward approach to observing the performance of each thread in a parallel program execution is to directly instrument the program at multiple points with measurement code, known as a \textit{probe} or \textit{caliper}. Probes can be added to an application prior to compile time using source-level instrumentation, during compilation, or afterward using static [206] or dynamic [169] binary rewriting. The instrumentation process causes execution of probes to become part of the normal control flow of the program.

Probes can be used to measure different aspects of program performance. For instance, one can measure the time between a pair of probes inserted at procedure entry and exit to determine the duration of a procedure call. Modern microprocessors also contain hardware performance counters that can be used by probes to gather information. Using these counters, one can count events between probes that represent work (e.g., execution of instructions or floating-point operations), resource consumption (e.g., cycles or memory bus transactions), or inefficiency (e.g., cache misses or pipeline stall cycles). Typically, microprocessors support multiple counters so that several events can be monitored by probes in a single execution. Another use for probes is
to directly observe semantic information of interest associated with software operations (e.g., bytes allocated, messages sent, or bytes communicated).

While probes measuring software activity such as messages or data allocation can provide exact information, using timers or hardware counters to measure activity between pairs of probes is subject to perturbation caused by execution of the probes themselves. It is important to understand that when relying on probes for measurement, only program code instrumented with probes is actually observed and measured. To avoid incomplete measurement of an execution, binary rewriting can be used to insert probes everywhere they are needed, even in libraries for which no source code is available.

Probe-based measurement is a robust approach that has provided the foundation for many parallel performance tools, including Scalasca [373], Vampir [251], mpiP [342], and IPM [307]. It is the primary technique used by the TAU performance system discussed in Section 4.5.

### 4.3.2 Asynchronous Sampling

An effective, unobtrusive way to monitor a program’s execution is to use periodic sampling based on a recurring sample trigger. When a sample trigger fires, the operating system sends a signal to the executing program. When the program receives the signal, a signal handler installed in the program by a performance tool will record the program counter location where the signal was received and perhaps the current calling context and/or detailed information associated with the sample event (e.g., the effective address of a load or store). For parallel applications, one can set up sample triggers to monitor and signal each thread independently.

The recurring nature of a sample trigger means that typically a thread’s execution will be sampled many times, producing a histogram of program contexts for which samples were received. Asynchronous sampling can measure and attribute detailed performance information at a fine grain accurately as long as (1) code segments are executed repeatedly, (2) the execution is sufficiently long to collect a large number of samples, and (3) the sampling frequency is uncorrelated with a thread’s behavior. If these conditions are met, the distribution of samples will approximate the true distribution of the thread activity that the sample triggers are measuring. For modest sampling frequencies, the overhead and distortion introduced by asynchronous sampling is typically much lower than that introduced by probe-based instrumentation [143].

Sample-based measurement has proven to be a useful technique that is used by many performance measurement tools, including Perfsuite [201] and Sun’s Performance Analyzer [321]. It is also the primary technique used in the HPCToolkit system discussed in Section 4.4.

There are two principal types of asynchronous sampling: *event-based sampling* and *instruction-based sampling*. The difference between these approaches
lies in how samples are triggered. We briefly describe these two methods
and the nature of their differences.

4.3.2.1 Event-Based Sampling (EBS)

Event-based sampling uses the occurrence of specific kinds of program
events to trigger samples. Sample triggers based on different kinds of events
measure different aspects of program performance. The classical approximation
used by event-based sampling is that the program context in which a
sample event is received is charged for all of the activity since the last sample
event.

The most common type of event trigger is an interval timer. One can
configure an interval timer to periodically interrupt a program execution with
a specified sample period. The result of sampling an execution based on an
interval timer is a quantitative record of where the program was observed to
have spent time during its execution. For decades, this approach has been
used by the Unix prof [333] and gprof [152] tools.

For over a decade, microprocessors have routinely provided hardware per-
formance counters that can be used as event triggers. Using these counters, one
can count events that represent work, resource consumption, or inefficiency.
One can configure a counter to trigger an interrupt when a particular count
threshold is reached. Typically, processors support multiple performance coun-
ters and each counter can be configured independently as a recurring event
trigger; this enables multiple events to be monitored in a single execution.

A problem for event-based sampling using hardware performance counters
on modern out-of-order microprocessors is that long pipelines, speculative exe-
cution, and the delay between when an event counter reaches a pre-determined
threshold and when it triggers an interrupt make it difficult for performance
monitoring hardware to precisely attribute an event to the instruction that
caused it. As a result, information gathered using conventional event-based
sampling on out-of-order processors is too imprecise to support fine-grain anal-
ysis of a program execution at the level of individual instructions.

An approach developed to address this problem on Intel processors is pre-
cise event-based sampling (PEBS) [315]. PEBS uses a special microassist and
an associated microcode-assist service routine to precisely attribute an event
sample. On today’s Intel Core microarchitecture, only nine events support
PEBS and PEBS can only be used with one of the programmable hardware
performance counters [179]. Because of the imprecision of conventional event-
based sampling, unless PEBS is used, one should not expect instruction-level
accuracy in the attribution of sample events. Despite the fact that conven-
tional event-based samples are inaccurate at the instruction level, event-based
samples without instruction-level accuracy are not useless: they can provide
meaningful aggregate information at the loop level and above, except for loops
that execute only a trivial number of instructions each time they are encoun-
tered.
4.3.2.2 Instruction-Based Sampling (IBS)

To provide a more comprehensive solution for performance monitoring on out-of-order processors, Dean et al. [110] developed an approach for the DEC Alpha 21264 that they called ProfileMe, which is based on sampling instructions. Periodically, an instruction is selected for monitoring before it is dispatched. As a monitored instruction moves through the execution pipeline, special hardware records a detailed record of significant events (e.g., whether the instruction suffered misses in the instruction cache, data cache, or TLB), latencies associated with pipeline stages, the effective address of a branch target or memory operand, and whether the instruction completed successfully or aborted. As a sampled instruction completes, an interrupt is triggered and the details of the instruction’s execution history are available for inspection. Support for exploiting ProfileMe’s instruction-based sampling was incorporated into DEC’s Dynamic Continuous Profiling Infrastructure, known as DCPI [32].

Today, AMD’s Family 10h Opteron processors support two flavors of instruction-based sampling: fetch sampling and op sampling [125]. For any sampled fetch, fetch sampling will log the fetch address, whether a fetch completed or not, associated instruction cache and TLB misses, the fetch latency, and the page size of the address translation [125]. Knowing when speculative fetches abort late can provide insight into an important source of speculation overhead. Op sampling provides information about instructions that complete. Information recorded about an instruction in flight includes the latency from when the instruction is tagged until it retires, the completion to retire latency, status bits about a branch’s behavior and the accuracy of branch predictions, the effective address (virtual and physical) for a load/store and details about the memory hierarchy response (e.g., cache and TLB miss; misalignment, and page size of address translation). This wealth of information can be used for detailed analysis of pipeline and memory hierarchy utilization.

Instruction-based sampling is used to diagnose processor performance issues by AMD’s CodeAnalyst performance tool [25]. In the past, HPCTOOLKIT exploited instruction-based sampling measurements collected using ProfileMe on the Alpha 21264. In recent years, HPCTOOLKIT’s focus has been exploiting event-based sampling because it is ubiquitously available whereas instruction-based sampling is not. At this writing, HPCTOOLKIT is being extended to capture and analyze precise performance information gathered using instruction-based sampling.

4.3.3 Contrasting Measurement Approaches

In general, the aspect of program behavior or performance being studied defines the requirements for observation. No single measurement approach is inherently superior. Asynchronous sampling and instrumentation have different observational capabilities and each has their place. Asynchronous sampling is great for capturing and attributing detailed performance information at a
very fine grain with low overhead. However, only instrumentation is capable of capturing semantic information at particular points in a program’s execution. Detailed information about a communication event or how many times a procedure was invoked, or measuring costs within an interval defined by a pair of events, requires instrumented measurement.

When collecting performance measurements, measurement accuracy is always a concern. Accuracy is influenced by several factors, including both overhead and granularity. Any performance measurement, whether based on instrumentation or asynchronous sampling, incurs overhead when executing measurement code. Measurement overhead not only slows a program execution, it also can perturb behavior. Measurement overhead is generally linearly proportional to the total number of events measured. For asynchronous sampling, this depends upon the sampling period. For instrumentation, overhead depends upon the execution frequency of instrumented operations (e.g., procedures). Monitoring overhead also depends upon whether measurements are recorded in a profile or a trace.

A critical difference between asynchronous sampling and instrumentation is the relationship between measurement granularity and accuracy. When instrumentation is used to measure fine-grained events (i.e., where the quantity being measured is on the order of the measurement overhead) accuracy is compromised. Unfortunately, omitting instrumentation for fine-grain events introduces distortion of another kind: if an instrumentation-based performance measurement tool attributes each unit of cost (e.g., time), omitting instrumentation for fine-grain events has the effect of redistributing their costs to other measured events. In contrast, asynchronous sampling can measure and attribute detailed performance information at a fine grain accurately as long as the conditions for accurate sampling described in Section 4.3.2 are met.

Pragmatic concerns also influence the measurement approach used by performance tools. Measurement tools based on source-level instrumentation require little in the way of operating system support; for that reason, they can be available on new platforms immediately. However, source-level instrumentation can interfere with compiler optimizations as well as fail to accurately attribute costs to libraries that exist in binary only form. In contrast, asynchronous sampling can be applied to an entire executable, even dynamically-linked shared libraries. However, asynchronous sampling requires more operating system support; in the past, this dependency has delayed deployment of sampling-based tools on leading edge parallel systems such as Cray XT and IBM Blue Gene/P [324]. No approach is without drawbacks.

4.3.4 Performance Measurement in Practice

The nature of an execution under study and the types of performance problems suspected ultimately determines how performance tools are applied in practice. The goal of a performance tool is to collect measurements that yield insight into where a parallel program suffers from scalability losses and where
Performance losses accumulate due to a failure to make efficient use of processors, communication, or I/O. While performance bottlenecks may be identified with asynchronous sampling, fixing their causes may require understanding in detail the pattern of interactions between processes and threads, which can only be captured with instrumentation. For this reason, asynchronous sampling and instrumentation-based measurement are complementary. The next section provides an overview of the HPCTOOLKIT performance tools, which focus on performance measurement and analysis based on asynchronous sampling; Section 4.5 describes the TAU Performance System, which focuses on performance measurement and analysis based on instrumentation.

4.4 HPCToolkit Performance Tools

This section provides an overview of the HPCTOOLKIT performance tools [22, 284] developed at Rice University. The principal design goals for HPCTOOLKIT were that it be simple to use and provide fine-grain detail about performance bottlenecks in complex parallel applications. Both of these goals have been achieved.

HPCTOOLKIT consists of tools for measuring the performance of fully optimized executables using asynchronous sampling, analyzing application binaries to understand the structure of optimized code, correlating measurements with both static and dynamic program structure, and presenting the resulting performance data in a top-down fashion to facilitate rapid analysis. Section 4.4.1 outlines the design principles that shaped HPCTOOLKIT’s development and provides an overview of some of HPCTOOLKIT’s key components. Sections 4.4.2 and 4.4.3, respectively, describe HPCTOOLKIT’s measurement and analysis components in more detail. Section 4.4.4 describes two user interfaces for analyzing performance data collected with HPCTOOLKIT. We illustrate HPCTOOLKIT’s capabilities for analyzing the performance of complex scientific applications using two codes: one that employs structured adaptive mesh refinement to model astrophysical thermonuclear flashes and another that uses a particle-in-cell method to simulate turbulent plasma in a tokamak. Section 4.4.5 offers some final thoughts and sketches our plans for enhancing HPCTOOLKIT for emerging parallel systems.

4.4.1 Design Principles

HPCTOOLKIT’s design is based on a set of complementary principles that form a coherent synthesis that is greater than their constituent parts. Although we have outlined these principles in earlier work [22, 235], it is useful to review them here so that the reader can understand the motivation behind HPCTOOLKIT’s approach to performance measurement and analysis.
Be language independent. Modern parallel scientific programs typically consist of an application core, along with a collection of libraries for communication, I/O, and mathematical operations. It is common for components to be written in different programming languages. To support measurement and attribution of program performance across components independent of the programming language in which they are expressed, HPCTOOLKIT works directly with application binaries.

Avoid instrumentation for measuring performance. The overhead of instrumentation can distort application performance through a variety of mechanisms [250]. In prior work [143, 327], we found that approaches that add instrumentation to every procedure to collect call graphs can slow execution by a factor of two to four across the SPEC integer benchmarks. To reduce instrumentation overhead, tools such as TAU intentionally refrain from instrumenting certain procedures [299]. However, the more this approach reduces overhead, the more it reduces precision. To avoid the high overhead common with routine-level instrumentation, as well as to provide loop and line-level performance details with low measurement overhead, HPCTOOLKIT uses asynchronous sampling as its principal method of measurement.

Avoid blind spots. Applications frequently link against libraries for which source code is not available. For instance, a compiler’s implementation of OpenMP typically relies on a runtime support library of this sort. To avoid systematic error, one must measure and attribute costs for routines in all such libraries. To handle routines in binary-only libraries, HPCTOOLKIT performs several types of binary analysis.

Context is essential for understanding modern software. Parallel applications and libraries often call communication primitives in many different contexts. Similarly, C++ programs may use the same algorithm or data structure template in many different contexts. In both cases, understanding performance requires understanding it in context. For this reason, HPCTOOLKIT supports call path profiling to attribute costs to the full calling contexts in which they are incurred.

Any one performance measure produces a myopic view. Measuring time or only one species of event seldom diagnoses a correctable performance problem. One set of metrics may be necessary to identify a problem and others may be necessary to diagnose its causes. For this reason, HPCTOOLKIT supports collection, correlation and presentation of multiple metrics.

Derived performance metrics are essential for effective analysis. Typical metrics such as elapsed time are useful for identifying program hot spots. However, tuning a program usually requires a measure of not where resources are consumed, but where they are consumed inefficiently. For this purpose, derived metrics, such as total aggregate losses accumulated as a result of differences between peak and actual performance, are far more useful than raw metrics such as operation counts. HPCTOOLKIT supports computation
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of user-defined derived metrics and enables users to rank and sort program scopes using such metrics.

**Performance analysis should be top-down.** It is unreasonable to require users to wade through mountains of data to hunt for evidence of important problems. To make analysis of large programs tractable, performance tools should present measurement data in a hierarchical fashion, prioritize what appear to be important problems, and support a top-down analysis methodology that helps users quickly locate bottlenecks. HPCToolkit’s user interface supports hierarchical presentation of performance data according to both static and dynamic contexts, along with ranking and sorting based on metrics.

**Hierarchical aggregation is vital.** Instruction-level parallelism in processor cores can make it difficult or expensive for hardware counters to precisely attribute particular events to specific instructions. However, even if fine-grain attribution of events is flawed, aggregate event counts within loops or procedures are typically accurate. HPCToolkit’s hierarchical attribution and presentation of measurement data deftly addresses this issue; loop level information available with HPCToolkit is particularly useful.

**Measurement and analysis must be scalable.** For performance tools to be useful on large-scale parallel systems, measurement and analysis techniques must scale to tens and even hundreds of thousands of threads. HPCToolkit’s sampling-based measurements are compact and the data for large-scale systems is not unmanageably large. As we describe later, HPCToolkit supports a novel approach for quantifying and pinpointing scalability bottlenecks conveniently on systems independent of scale.

### 4.4.1.1 From Principles to Practice

From these principles, we have devised a general methodology embodied by the workflow depicted in Figure 4.1. The workflow is organized around four principal activities: measurement of performance metrics while an application executes; analysis of application binaries to recover program structure; correlation of performance measurements with source code structure; and presentation of performance metrics and associated source code.

![HPCToolkit Workflow](image)

**FIGURE 4.1:** HPCToolkit workflow.

To use HPCToolkit to measure and analyze an application’s performance, one first compiles and links the application for a production run, using full optimization. Second, one launches an application with HPCToolkit’s
measurement tool, **hprun**, which uses asynchronous sampling to collect a performance profile. Third, one invokes **hpstruct**, HPCTOOLKIT’s tool to analyze an application binary and recover information about files, functions, loops, and inlined code. Fourth, one uses **hpcprof** to combine information about an application’s structure with performance measurements to produce a performance database. Finally, one explores a performance database with HPCTOOLKIT’s **hpcviewer** graphical user interface.

At this level of detail, much of the HPCTOOLKIT workflow approximates other performance analysis systems, with the most unusual step being binary analysis. In the following sections, we outline how the methodological principles described above suggest several novel approaches to both accurate measurement (Section 4.4.2) and effective analysis (Section 4.4.3).

Our approach is **accurate**, because it assiduously avoids systematic measurement error (such as that introduced by instrumentation), and **effective**, because it associates useful performance metrics (such as parallel idleness or memory bandwidth) with important source code abstractions (such as loops) as well as dynamic calling context.

### 4.4.2 Measurement

This section highlights the ways in which the methodological principles from Section 4.4.1 are applied to measurement. Without accurate performance measurements for fully optimized applications, analysis is unproductive. Consequently, one of the chief concerns for HPCTOOLKIT has been designing an accurate measurement approach that exposes low-level execution details while avoiding systematic measurement errors that come with high measurement overhead. For this reason, HPCTOOLKIT uses sampling (both synchronous and asynchronous) for low overhead measurement.

**Asynchronous event triggers.** Different kinds of event triggers measure different aspects of program performance. HPCTOOLKIT initiates asynchronous samples using either an interval timer, hardware performance counter events, or hardware support for instruction-based sampling. Hardware performance counters enable HPCTOOLKIT to profile events such as cache misses and issue-stall cycles. Instruction-based sampling enables precise fine-grained attribution of costs such as stall cycles, which is problematic with event-based sampling.

**Synchronous event triggers.** Synchronous triggers are generated via direct program action. Examples of interesting events for synchronous monitoring are lock acquisition and release, memory allocation, I/O, and inter-
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1For the most detailed attribution of application performance data using HPCTOOLKIT, one should ensure that the compiler includes line map information in the object code it generates. While HPCTOOLKIT does not require this information, it helps users by improving the correlation between measurements and source code. Since compilers can usually provide line map information for fully optimized code, this need not require a special build process.
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process communication. For such events, one can measure quantities such as lock waiting time, bytes allocated, bytes written, or bytes communicated. To reduce the overhead of instrumentation-based synchronous measurements, HPCToolkit uses sampling to record data for only a fraction of the monitored events.

Maintaining control over parallel applications. To control measurement of an executable, HPCToolkit intercepts certain process control routines including those used to coordinate thread/process creation and destruction, signal handling, dynamic loading, and MPI initialization. To support measurement of unmodified, dynamically linked, optimized application binaries, HPCToolkit uses the library preloading feature of modern dynamic loaders to preload a measurement library as an application is launched. With library preloading, process control routines defined by HPCToolkit are called instead of their default implementations. To measure the performance of statically linked executables, HPCToolkit provides a script for use at link time that arranges for process control routines to be intercepted during execution.

Call path profiling and tracing. Experience has shown that comprehensive performance analysis of modern modular software requires information about the full calling context in which costs are incurred. The calling context for a sample event is the set of procedure frames active on the call stack at the time the event trigger fires. The process of monitoring an execution to record the calling contexts in which event triggers fire is known as call path profiling. To provide insight into an application’s dynamic behavior, HPCToolkit also offers the option to collect call path traces.

When synchronous or asynchronous event triggers fire, hpcrun records the full calling context for each event. A calling context collected by hpcrun is a list of instruction pointers, one for each procedure frame active at the time the event occurred. The first instruction pointer in the list is the program address at which the event occurred. The rest of the list contains the return address for each active procedure frame. Rather than storing the call path independently for each sample event, hpcrun represents all of the call paths for events as a calling context tree (CCT) [31]. In a calling context tree, the path from the root of the tree to a node corresponds to a distinct call path observed during execution; a count at each node in the tree indicates the number of times that the path to that node was sampled. Since the calling context for a sample may be completely represented by a leaf node in the CCT, to record a complete trace of call path samples hpcrun simply records a sequence of (CCT node id, time stamp) tuples along with a CCT.

Coping with fully optimized binaries. Collecting a call path profile or trace requires capturing the calling context for each sample event. To capture the calling context for a sample event, hpcrun must be able to unwind the call stack at any point in a program’s execution. Obtaining the return address for a procedure frame that does not use a frame pointer is challenging since the frame may dynamically grow (i.e., when space is reserved for
the caller’s registers and local variables, the frame is extended with calls to `alloca`, or arguments to called procedures are pushed) and shrink (as space for the aforementioned purposes is deallocated) as the procedure executes. To cope with this situation, `hpcrun` uses a fast, on-the-fly binary analyzer that examines a routine’s machine instructions and computes how to unwind a stack frame for the procedure [327]. For each address in a routine, there must be a recipe for how to unwind. Different recipes may be needed for different intervals of addresses within the routine. Each interval ends in an instruction that changes the state of the routine’s stack frame. Each recipe describes (1) where to find the current frame’s return address, (2) how to recover the value of the stack pointer for the caller’s frame, and (3) how to recover the value that the base pointer register had in the caller’s frame. Once `hpcrun` computes unwind recipes for all intervals in a routine, it memorizes them for later reuse.

To compute unwind recipes with binary analysis, `hpcrun` must know where each routine starts and ends. When working with applications, one often encounters partially stripped libraries or executables that are missing information about function boundaries. To address this problem, `hpcrun` uses a binary analyzer to infer routine boundaries [327].

HPCTOOLKIT’s use of binary analysis for call stack unwinding has proven to be very effective, even for fully optimized code. At present, HPCTOOLKIT provides binary analysis for stack unwinding on the x86_64, Power, and MIPS architectures. A detailed study of HPCTOOLKIT’s x86_64 unwinder on versions of the SPEC CPU2006 benchmarks optimized with several different compilers showed that the unwinder was able to recover the calling context for all but a vanishingly small number of cases [327]. For other architectures (e.g., Itanium), HPCTOOLKIT uses the `libunwind` library [249] for unwinding.

Handling dynamic loading. Modern operating systems such as Linux enable programs to load and unload shared libraries at run time, a process known as dynamic loading. Dynamic loading presents the possibility that multiple functions may be mapped to the same address at different times during a program’s execution. During execution, `hpcrun` ensures that all measurements are attributed to the proper routine in such cases.

### 4.4.3 Analysis

This section describes HPCTOOLKIT’s general approach to analyzing performance measurements, correlating them with source code, and preparing them for presentation.

#### 4.4.3.1 Correlating Performance Metrics with Optimized Code

To enable effective analysis, performance measurements of fully optimized programs must be correlated with important source code abstractions. Since measurements are made with reference to executables and shared libraries, for analysis it is necessary to map measurements back to the program source.
To correlate sample-based performance measurements with the static structure of fully optimized binaries, we need a mapping between object code and its associated source code structure.² HPCTOOLKIT’s hpccstruct constructs this mapping using binary analysis; we call this process recovering program structure.

hpccstruct focuses its efforts on recovering procedures and loop nests, the most important elements of source code structure. To recover program structure, hpccstruct parses a load module’s machine instructions, reconstructs a control flow graph, combines line map information with interval analysis on the control flow graph in a way that enables it to identify transformations to procedures such as inlining and account for transformations to loops [327].³

Several benefits naturally accrue from this approach. First, HPCTOOLKIT can expose the structure of and assign metrics to what is actually executed, even if source code is unavailable. For example, hpccstruct’s program structure naturally reveals transformations such as loop fusion and scalarized loops implementing Fortran 90 array notation. Similarly, it exposes calls to compiler support routines and wait loops in communication libraries of which one would otherwise be unaware. Finally, hpcrun’s function discovery heuristics identify procedures within stripped binaries.

HPCTOOLKIT’s hpcprof tool is used to correlate measurements collected using hpcrun with program structure information gathered by hpccstruct. The resulting performance database relates performance metrics to dynamic program structure (call chains) as well as static program structure (load modules, procedures, loops, inlined code, and source lines). A unique strength of this tool is that it can integrate both static and dynamic context information and relate performance to call paths that include representations for loops and inlined procedures. We recently developed an MPI [238] version of hpcprof which scalably analyzes, correlates, and summarizes call path profiles from all threads and processes from an execution on a system with large-scale parallelism.

### 4.4.3.2 Computed Metrics

Identifying performance problems and opportunities for tuning may require synthetic performance metrics. To identify where an algorithm is not effectively using hardware resources, one should compute a metric that reflects wasted rather than consumed resources. For instance, when tuning a floating-point intensive scientific code, it is often less useful to know where the majority of the floating-point operations occur than where opportunities for executing floating-point operations were squandered, such as waiting for pipeline stalls or long-latency loads. A measure of how much floating point
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²This object to source code mapping should be contrasted with the binary’s line map, which (if present) is typically fundamentally line based.

³Without line map information, hpccstruct can still identify procedures and loops, but is not able to account for inlining or loop transformations.
resources are underutilized can be computed as (cycles in a scope × peak flop/cycle – actual flops in that scope) and displaying this measure for loops and procedures. Many other useful quantities such as memory bandwidth available can be computed similarly.

### 4.4.3.3 Identifying Scalability Bottlenecks in Parallel Programs

![Diagram of call path profiles](image)

**FIGURE 4.2:** Differencing call path profiles to pinpoint scalability bottlenecks when weak scaling from \( q \) to \( p \) processors.

If an execution of an SPMD program is sufficiently balanced and symmetric, the behavior of the program as a whole can be characterized by examining the scaling performance of any one of the processes or threads. If behavior is sufficiently stable over time, then an entire run can be characterized by analyzing profiles that are integrated over any appropriate time interval.

*Differential profiling* [231] is a strategy for analyzing multiple executions of a program by combining their execution profiles mathematically. A comparison of profiles from two executions yields information about where and how much the costs in the two executions differ. To pinpoint and quantify scalability bottlenecks for parallel programs and attribute them to calling contexts, we use HPCTOOLKIT to compare call path profiles from a pair of executions using different levels of parallelism [95]. Consider two parallel executions of an application, one executed on \( q \) processors and the second executed on \( p \) processors, where \( p > q \). In a weak scaling scenario, each processor in both executions computes on an identical amount of local data. If the application exhibits perfect weak scaling, then the total cost (e.g., execution time) should be the same in both executions. If every part of the application scales uniformly, then this equality should hold in each scope of the application.

Figure 4.2 pictorially shows an analysis of weak scaling by comparing two representative calling context trees (CCTs)\(^4\)—one tree from a process in each execution. For instance, the difference in cost incurred in the subtrees highlighted in the CCTs for \( p \) and \( q \) processors represents parallel overhead when scaling from \( q \) to \( p \) processors. This difference in cost for the subtree can be converted into percent scalability loss by dividing its cost by the inclusive cost.

\(^4\)A CCT is a weighted tree in which each calling context is represented by a path from the root to a node and a node’s weight represents the cost attributed to its associated context.
cost of the root node in the CCT for $p$ processors and multiplying by 100. Computing inclusive scalability losses for each node in a CCT enables one to easily locate scalability bottlenecks in a top-down fashion by tracing patterns of losses down paths from the root.

In addition, we recently developed general techniques for effectively analyzing multithreaded applications using measurements based on both synchronous and asynchronous sampling [326, 328]. Using them, HPCTOOLKIT can attribute precise measures of lock contention, parallel idleness, and parallel overhead to user-level calling contexts—even for a multithreaded language such as Cilk [142], which uses a work-stealing run-time system.

4.4.4 Presentation

This section describes hpcviewer and hpctraceview. HPCTOOLKIT’s two presentation tools. We illustrate the functionality of these tools by applying them to analyze measurements of parallel executions of FLASH [126], a code that uses adaptive mesh refinement to model astrophysical thermonuclear flashes, and the Gyrokinetic Toroidal Code (GTC) [217], a particle-in-cell (PIC) code for simulating turbulent transport in fusion plasma in devices such as the International Thermonuclear Experimental Reactor.

4.4.4.1 hpcviewer

![hpcviewer example]

**FIGURE 4.3:** Using HPCTOOLKIT and differential profiling to analyze scaling losses (microseconds) for FLASH when running at 256 and 8192 cores on an IBM Blue Gene/P.
HPCToolkit’s hpcviewer user interface [23] presents performance metrics correlated to program structure (Section 4.4.3.1) and mapped to a program’s source code, if available. Figure 4.3 shows a snapshot of the hpcviewer user interface displaying data from several parallel executions of FLASH. The top pane of the hpcviewer interface shows program source code. The bottom pane associates a table of performance metrics with static or dynamic program contexts. hpcviewer provides three different views of performance measurements collected using call path profiling.

**Calling context view.** This top-down view associates an execution’s dynamic calling contexts with their costs. Using this view, one can readily see how much of an application’s cost was incurred by a function when called from a particular context. If finer detail is of interest, one can explore how the costs incurred by a call in a particular context are divided between the callee itself and the procedures it calls. HPCToolkit distinguishes calling contexts precisely by individual call sites; this means that if a procedure g contains calls to procedure f in different places, each call represents a separate call-
ing context. Figure 4.3 shows a calling context view. This view is created by integrating static program structure (loops and inlined code) with dynamic calling contexts gathered by \texttt{hpcrun}. Analysis of the scaling study shown in the figure is discussed in the next section.

**Callers view.** This bottom-up view enables one to look upward along call paths. This view is particularly useful for understanding the performance of software components or procedures that are called in more than one context. For instance, a message-passing program may call communication routines in many different calling contexts. The cost of any particular call will depend upon its context. Figure 4.4 shows a caller’s view of processes from two parallel runs of FLASH. Analysis of the example shown in this figure is discussed in the next section.

**Flat view.** This view organizes performance data according to an application’s static structure. All costs incurred in any calling context by a procedure are aggregated together in the flat view. This complements the calling context view, in which the costs incurred by a particular procedure are represented separately for each call to the procedure from a different calling context.

\texttt{hpcviewer} can present an arbitrary collection of performance metrics gathered during one or more runs, or compute derived metrics expressed as formulae with existing metrics as terms. For any given scope, \texttt{hpcviewer} computes both \textit{exclusive} and \textit{inclusive} metric values. Exclusive metrics only reflect costs for a scope itself; inclusive metrics reflect costs for the entire subtree rooted at that scope. Within a view, a user may order program scopes by sorting them using any performance metric. \texttt{hpcviewer} supports several convenient operations to facilitate analysis: revealing \textit{a hot path} within the hierarchy below a scope, \textit{flattening} out one or more levels of the static hierarchy, such as to facilitate comparison of costs between loops in different procedures, and \textit{zooming} to focus on a particular scope and its children.

**Using hpcviewer**

We illustrate the capabilities of \texttt{hpcviewer} by using it to pinpoint scaling bottlenecks in FLASH by using differential profiling to analyze two (weak scaling) simulations of a white dwarf explosion by executing 256-core and 8192-core simulations on an IBM Blue Gene/P. For the 8192-core execution, both the input and the number of cores are 32x larger than the 256-core execution. With perfect weak scaling, we would expect identical run times and process call path profiles in both configurations.

Figure 4.3 shows a portion of the residual calling context tree, annotated with two metrics: “scaling loss” and “\% scaling loss.” The former quantifies the scaling loss (in microseconds) while the latter expresses that loss as a percentage of total execution time (shown in scientific notation). The top-most entry in each metric column gives the aggregate metric value for the whole execution. A percentage to the right of a metric value indicates the magnitude of that particular value relative to the aggregate. Thus, for this execution,
there was a scaling loss of \(1.65 \times 10^8\) µs, accounting for 24.4% of the execution.\(^5\) By sorting calling contexts according to metric values, we immediately see that the evolution phase (Driver\_evolve\_Flash) of the execution (highlighted with a black rectangle) has a scaling loss that accounts for 13.9% of the total execution time on 8192 cores, which represents 57.1% of the scaling losses in the execution.

To pinpoint the source of the scalability bottleneck in FLASH’s simulation, we use the “hot path” button to expand automatically the unambiguous portion of the hot call path according to this metric. Figure 4.3 shows this result. HPCToolkit identifies a loop (beginning at line 213), within its full dynamic calling context – a unique capability – that is responsible for 13.7% of the scaling losses. This loop uses a ring-based all-to-all communication pattern known as a digital orrery to update a processor’s knowledge about neighboring blocks of the adaptive mesh. Although FLASH only uses the orrery pattern to set up subsequent communication to fill guard cells, looping over all processes is inherently unscalable. Other scalability bottlenecks can be identified readily by repeating the “hot path” analysis for other subtrees in the computation where scaling losses are present. The power of HPCToolkit’s scalability analysis is apparent from the fact that it immediately pinpoints and quantifies the scaling loss of a key loop deep inside the application’s layers of abstractions.

To quickly understand where the scaling losses for the initialization and simulation phases are aggregated, we turn to the bottom-up caller’s view. The caller’s view apportions the cost of a procedure (in context) to its callers. We sort the caller’s view by the exclusive scaling loss metric, thus highlighting the scaling loss for each procedure in the application, exclusive of callees. Two routines in the BG/P communication library immediately emerge as responsible for the bulk of the scaling loss: DCMF::Protocol::MultiSend::TreeAllreduceShortRecvPostMessage::advance (advance for short) and DCMF::BG1LockManager::globalBarrierQueryDone (QueryDone for short). When we use hpviewer’s caller’s view to look up the call chain from advance, we find routines that represent a call to MPI\_Allreduce. The first call, which accounts for 57% of the scaling loss (14.1% of run time), is highlighted in blue; the others, which are inconsequential, are hidden by an image overlay indicated by the thick horizontal black line. As the corresponding source code shows, this call to MPI\_Allreduce is a global max reduce for a scalar that occurs in code managing the adaptive mesh. HPCToolkit is uniquely able to pinpoint this one crucial call to MPI\_Allreduce and distinguish it from several others that occur in the application. Next, we peer up the hot path of call chains leading to QueryDone. We hone in on one call to a barrier that disproportionately affects scaling. The barrier call site is within Grid\_fillGuardCells and is visible at the bottom of Figure 4.4; it accounts for 13.6% of the scaling loss (or 3.31% of the run time). In a few simple steps, HPCToolkit has

\(^5\) A scaling loss of 24.4% means that FLASH is executing at 75.6% parallel efficiency on 8192 cores relative to its performance on 256 cores.
enabled us to quickly pinpoint exactly two calls that account for about 70% of FLASH’s scaling loss on BG/P.

This brief study of FLASH shows how the measurement, analysis, attribution, and presentation capabilities of HPCTOOLKIT make it straightforward to pinpoint and quantify sources of scaling losses between different parallel configurations of an application.

4.4.4.2 hpctraceview

FIGURE 4.5: hpctraceview showing part of a execution trace for GTC. (See color insert.)

hpctraceview is a prototype visualization tool that was recently added to HPCTOOLKIT. hpctraceview renders space-time diagrams that show how a parallel execution unfolds over time. Figure 4.5 shows a screen snapshot from the space-time view pane of hpctraceview displaying an interval of execution for a hybrid MPI+OpenMP version of the Gyrokinetic Toroidal Code (GTC) [217] running on 64 processors. GTC is a particle-in-cell code for simulating turbulent transport in fusion plasma in devices such as the International Thermonuclear Experimental Reactor. The execution consists of 32 MPI processes with two OpenMP threads per process. The figure shows a set of time lines for threads. A thread’s activity over time unfolds left to right. Time lines for different threads are stacked top to bottom. Even numbered threads (starting from 0) represent MPI processes; odd-numbered threads represent OpenMP slave threads. Although hpctraceview’s space-time visualizations appear similar to those by many contemporary tools, the nature of its visualizations and the data upon which they are based is rather different.

Other performance tools, e.g., TAU and Paraver [276], render space-time diagrams based on data collected by embedded program instrumentation that synchronously records information about the entry and exit of program procedures, communication operations, and/or program phase markers. In contrast, hpctraceview’s traces are collected using asynchronous sampling. Each time line in hpctraceview represents a sequence of asynchronous samples taken over the life of a thread (or process) and each colored band represents a procedure frame that was observed by an asynchronous sample. While that
difference is important, it alone does not justify construction of a new engine for rendering space-time diagrams. A new viewer is necessary because \texttt{hpctraceview}'s samples are multi-level: each sample for a thread represents the entire call stack of procedures active when the sample event occurred. \texttt{hpctraceview} can in fact render traces at different levels of abstraction by displaying them at different call stack depths at the user’s request.

Despite the fact that \texttt{hpctraceview}'s space-time diagrams are based on asynchronous samples, they can support analysis of transient behavior similar to their counterparts based on synchronous traces. Casual inspection of the space-time view in Figure 4.5 shows three complete repetitions of a “pattern” and part of a fourth. A closer look reveals that the first and third repetitions are somewhat different in nature than the second and fourth: the aforementioned patterns contain a band of yellow bars,\footnote{In a black and white copy, the yellow bars are those of lightest shade.} whereas the latter do not. These yellow bars represent a procedure that is called only in alternate iterations of the simulation. Space-time visualizations are good for spotting and understanding such time varying behavior. To relate such visual feedback back to the source program, one can use a pointing device to select a colored sample in the space-time view. Another pane in the \texttt{hpctraceview} GUI (not shown) will display the complete call path for a selected sample.

At present, \texttt{hpctraceview} is a proof-of-concept prototype. At this writing, enhancements are under way to enable it to render long traces from huge numbers of threads based on out-of-core data. Not only is the underlying data displayed by \texttt{hpctraceview} statistical in nature, its rendering is as well. If one tries to render more samples than will fit horizontally or more threads than will fit vertically, a rule is used to determine what color should be rendered for a pixel. Paraver has shown that with appropriate rules, such low-resolution visualizations can still convey important information about transient program behavior. We expect that \texttt{hpctraceview} will provide similar insights based on asynchronous call stack samples.

4.4.5 Summary and Ongoing Work

The key metric for parallel performance is scalability; this is especially true as parallel systems grow beyond the petascale systems of today. Consequently, there is an acute need for application scientists to understand and address scaling bottlenecks in their codes. HPCTOOLKIT’s sampling-based performance measurements make it possible to pinpoint and quantify scaling bottlenecks both within and across nodes. Measurement overhead is low, analysis is rapid, and results are actionable.

In addition to understanding scaling losses, gaining insight into node performance bottlenecks on large-scale parallel systems is a problem of growing importance. Today’s parallel systems typically have between four and sixteen cores per node. IBM’s forthcoming Blue Waters system will increase
the core count per node by packing four multithreaded eight-core processors into a multi-chip module [257]. By using event- or instruction-based sampling on hardware performance counters, one can distinguish between core performance bottlenecks caused by a variety of factors including inadequate instruction-level parallelism, memory latency, memory bandwidth, and contention. One can also use sampling to understand load imbalance [326] or lock contention [328] among the threads on a multiprocessor node.

Ongoing work in the HPCTOOLKIT project is focused on making it easier to analyze performance data from huge numbers of cores in a top down fashion. HPCTOOLKIT’s new MPI version of hpcprof [325] is capable of analyzing in parallel a set of execution profiles from many separate cores. Output of the tool provides summary statistics for all cores and a visual means for assessing similarities and differences in performance across the cores in a parallel system. HPCTOOLKIT delivers these summaries along with access to fine-grain detail in the way that it always has: mapped back to the source code with full dynamic calling context augmented with information loops and inlined code. To cope with the volume of measurement data from very large-scale parallel systems, HPCTOOLKIT’s presentation tools are being enhanced to support access to out-of-core data.

Key challenges ahead for HPCTOOLKIT are to help diagnose causes of performance loss in parallel systems rather than just identifying where the losses occur, to provide deeper insight into how performance losses arise at the node level, and to offer with suggestions for how to tune your program to improve its performance. Ongoing work in this area includes a partnership with researchers at the University of Texas at Austin to build PerfExpert [70], an expert system for performance analysis, which aims to provide such guidance based on performance measurements collected by HPCTOOLKIT.

4.5 TAU Performance System

The TAU Performance System® [225, 300, 301, 339] is the product of over sixteen years of development to create a robust, flexible, portable, and integrated framework and toolset for performance instrumentation, measurement, analysis, and visualization of large-scale parallel computer systems and applications. Although the University of Oregon is home to the TAU project, its success represents the combined efforts of researchers at the University of Oregon and colleagues at the Research Centre Jülich and Los Alamos National Laboratory, especially in TAU’s formative years. The following gives an overview of TAU’s architecture and current suite of tools. Best practices for its use are discussed and examples drawn from work highlighting some of TAU’s recent features.
4.5.1 TAU Performance System Design and Architecture

TAU is designed as a tool framework, wherein tool components and modules integrate and coordinate their operations using well-defined interfaces and data formats. The TAU framework architecture, shown in Figure 4.6, is organized into three primary layers: instrumentation, measurement, and analysis. Multiple modules exist within each layer that can be configured in a flexible manner by the user. The following sections discuss the layers in more detail, but first the overall design decisions that governed TAU’s development are presented.

![TAU framework architecture](image)

**FIGURE 4.6:** TAU framework architecture.

TAU is a performance systems based on probe-based observation of events in the application, library, or system code. For any performance experiment using TAU, performance events of interest must be decided and the program must be instrumented. The role of the instrumentation layer in TAU is to insert calls to the TAU measurement system at code locations where the events occur. Since performance events of interest can be found at different places in the code, TAU provides a range of instrumentation capabilities to gather events from all these locations.

TAU supports both atomic events and interval events. An atomic event denotes a single action. When it occurs, the measurement system has the opportunity to obtain the performance data associated with that action at that time. In contrast, a interval event is really a pair of events: begin and end. The measurement system uses performance data obtained from each event to determine a performance result.

TAU uses probe-based measurement to support both profiling and tracing. Profiling methods compute performance statistics at runtime based on measurements of atomic or interval events. Tracing, on the other hand, records the measurement information for each event (including when it occurred) in a file for future analysis. In profiling, the number of recorded events is fixed, whereas tracing will generate a record for every event occurrence. The TAU
performance system includes tools for parallel profile analysis and targets parallel trace analysis tools from other research groups, principally Vampir [251] and Jumpshot [385].

Overall, TAU’s design has proven to be robust, sound, and highly adaptable to generations of parallel systems. In recent years, we have extended the TAU performance system architecture to support kernel-level performance integration [254], performance monitoring [253, 256], and collaboration through the TAU Portal [340]. The extensions have been moderate, mainly in the development of new interfaces for performance data access and reporting.

4.5.2 TAU Instrumentation

From TAU’s perspective, the execution of a program is regarded as a sequence of significant performance events. As events are triggered during execution, the instrumented probes engage the TAU performance measurement infrastructure to obtain the performance data. Logically, instrumentation is separated from measurement in TAU. The measurement options will determine what performance data is recorded and the type of measurement made for the events, whether profile or trace. Instrumentation is focused primarily on how the events are created and how code gets placed in the program.

4.5.2.1 Event Interface

The TAU event interface allows events to be defined, their visibility controlled, and their runtime data structures to be created. Each event has a type (atomic or interval), a group, and a unique event name. The event name is a character string and is a powerful way to encode event information. At runtime, TAU maps the event name to an efficient event ID for use during measurement. Events are created dynamically in TAU by providing the event interface with a unique event name. This makes it possible for runtime context information to be used in forming an event name (context-based events), or values of routine parameters to be used to distinguish call variants, (parameter-based events). TAU also supports phase and sample events.

The purpose of event control in TAU is to enable and disable a group of events at a coarse level. This allow the focus of instrumentation to be refined at runtime. All groups can be disabled and any set of groups can be selectively enabled. Similarly, all event groups can be enabled initially and then selectively disabled. It is also possible to individually enable and disable events. TAU uses this support internally to throttle high overhead events during measurement.

4.5.2.2 Instrumentation Mechanisms

Instrumentation can be introduced in a program at several levels of the program transformation process. In fact, it is important to realize that events and event information can be between levels and a complete performance view may
require contribution across levels [298]. For these reasons, TAU supports several instrumentation mechanisms based on the code type and transformation level: source (manual, preprocessor, library interposition), binary/dynamic, interpreter, component, and virtual machine. There are multiple factors that affect the choice of what level to instrument, including accessibility, flexibility, portability, concern for intrusion, and functionality. It is not a question of what level is “correct” because there are trade-offs for each and different events are visible at different levels. The goal in the TAU performance system is to provide support for several instrumentation mechanisms that might be useful together.

**Source Instrumentation**

Instrumenting at the source level is the most portable instrumentation approach. Source-level instrumentation can be placed at any point in the program and it allows a direct association between language-and program-level semantics and performance measurements. Using cross-language bindings, TAU implements the event interface in C, C++, Fortran, Java, and Python languages, and provides a higher-level specification in SIDL [194,302] for cross-language portability and deployment in component-based programming environments [54].

Programmers can use the event API to manually annotate the source code of their program. For certain application projects, this may be the preferred way to control precisely where instrumentation is placed. Of course, manual instrumentation can be tedious and error prone. To address these issues, we have developed an automatic source instrumentation tool, *tau_instrumentor*, for C, C++, and Fortran, based on the program database toolkit (PDT) [218]. The TAU source instrumentor tool can place probes at routine and class method entry/exit, on basic block boundaries, in outer loops, and as part of component proxies. PDT’s robust parsing and source analysis capabilities enable the TAU instrumentor to work with very large and complex source files and inserts probes at all possible points. We have translated the technology behind the TAU instrumentor into a more generic instrumentation component recently [148].

In contrast to manual instrumentation, automatic instrumentation needs direction on what performance events of interest should be instrumented in a particular performance experiment. TAU provides support for *selective instrumentation* in all automatic instrumentation schemes. An *event specification* file defines which of the possible performance events to instrument by grouping the event names in include and exclude lists. Regular expressions can be used in event name specifiers and file names can be given to restrict instrumentation focus. Selective instrumentation in TAU has proven invaluable as a means to customize performance experiments and to easily “select out” unwanted performance events, such as high frequency, small routines that may generate excessive measurement overhead.
Library wrapping is a form of source instrumentation whereby the original library routines are replaced by instrumented versions which in turn call the original routines. The problem is how to avoid modifying the library calling interface. Some libraries provide support for interposition, where an alternative name-shifted interface to the native library is provided and weak bindings are used for application code linking. Like other tools, TAU uses MPI’s support for interposition (P MPI [238]) for performance instrumentation purposes. A combination of atomic and interval events are used for MPI. The atomic events allow TAU to track the size of messages in certain routines, for instance, while the interval events capture performance during routine execution. TAU provides a performance instrumented PMPI library for both MPI-1 and MPI-2. In general, automatic library wrapping, with and without interposition, is possible with TAU’s instrumentation tools.

Source instrumentation can also be provided in source-to-source translation tools. TAU uses the Opapi tool [245] for instrumenting OpenMP applications. Opapi rewrites OpenMP directives to introduce instrumentation based on the POMP/POMP-2 [245] event model. TAU implements a POMP-compatible interface that allows OpenMP (POMP) events to be instantiated and measured.

Binary / Dynamic Instrumentation

Source instrumentation is possible only if the source code is available. To remove any dependencies on source access or compiler support, TAU can use the Dyninst package from the University of Wisconsin and the University of Maryland [69] to re-write the binary with instrumentation at routine boundaries. This takes place prior to code execution using the tau_run tool to inject the TAU measurement library as a shared object and conduct code instrumentation. TAU can also use Dyninst for online instrumentation of a running program. In each case, it is possible to use selective instrumentation for routine events.

Compiler-Based Instrumentation

Compilers from Intel, PGI, IBM, and GNU provide hooks for instrumentation of C, C++, and Fortran codes at the routine level. TAU works with all of these compilers automatically through environment parameters and compiler scripts. The compiler scripts can examine a selective instrumentation file to determine what source files to process. However, special care is needed for TAU to properly work with statically-linked and dynamically-linked shared objects. The problems arise in identifying routine names and involves the mapping of names to runtime addresses. All of the issues are correctly handled by TAU.
Interpreter-Based Instrumentation

TAU also supports the measurement of the runtime systems of both Java and Python. For these languages, TAU can interface dynamically at runtime with the virtual machine or interpreter to inject the TAU hooks into the context of the running program and capture information about events that take place. In these cases, no source code is modified by TAU and there is no need to re-compile the source code to introduce the instrumentation calls in the application. However, TAU also provides an instrumentation API for both Java and Python so that the user can set calipers around regions of interest.

4.5.2.3 Instrumentation Utilities

To deliver the richness of instrumentation TAU provides for performance observation, it helps to have utilities to reduce the impact on users. Where this is most evident is in building applications with source instrumentation. TAU provides a set of compiler scripts that can substitute for standard compilers in order to take control of the instrumentation process with little modification to application build environments. TAU comes with a PDT-based wrapper generator, tau_wrap, which allows library header files to be read and a new library wrapper header file created with preprocessor DEFINE macros to change routine names to TAU routines names. In this way, a new wrapped library is created with these routines instrumented. This is very similar to what is done by TAU for C malloc/free and I/O wrapping, except that tau_wrap can be used for any library.

4.5.3 TAU Measurement

The measurement system is the heart and soul of TAU. It has evolved over time to a highly robust, scalable infrastructure portable to all HPC platforms. The instrumentation layer defines which events will be measured and the measurement system selects which performance data metrics to observe. Performance experiments are created by selecting the key events of interest and by configuring measurement modules together to capture desired performance data [118]. TAU’s measurement system provides portable timing support, integration with hardware performance counters, parallel profiling and parallel tracing, runtime monitoring, and kernel-level measurement.

4.5.3.1 Measurement System Design

As shown in Figure 4.6, the design of the measurement system is flexible and modular. It is responsible for creating and managing performance events, making measurements from available performance data sources, and recording profile and trace data for each thread in the execution.

TAU’s measurement system has two core capabilities. First, the event management handles the registration and encoding of events as they are cre-
ated. New events are represented in an event table by instantiating a new event record, recording the event name, and linking in storage allocated for the event performance data. The event table is used for all atomic and interval events regardless of their complexity. Event type and context information are encoded in the event names. The TAU event management system hashes and maps these names to determine if an event has already occurred or needs to be created. Events are managed for every thread of execution in the application.

Second, a runtime representation called the event callstack captures the nesting relationship of interval performance events. It is a runtime measurement abstraction for managing the TAU performance state for use in both profiling and tracing. In particular, the event callstack is key for managing execution context, allowing TAU to associate this context with the events being measured.

The TAU measurement system implements another novel performance observation feature called performance mapping [298]. The ability to associate low-level performance measurements with higher-level execution semantics is important to understanding parallel performance data with respect to the application’s structure and dynamics. Performance mapping provides a mechanism whereby performance measurements, made for one instrumented event, can be associated with another (semantic) event at a different level of performance observation. TAU has implemented performance mapping as an integral part of its measurement system and uses it to implement sophisticated capabilities not found in other tools.

4.5.3.2 Parallel Profiling

Profiling characterizes the behavior of an application in terms of its aggregate performance metrics. Profiles are produced by calculating statistics for the selected measured performance data. Different statistics are kept for interval events and atomic events. For interval events, TAU computes exclusive and inclusive metrics for each event. Exclusive metrics report the performance when only the interval event is active, excluding nested events. Inclusive metrics report the exclusive performance of the interval event and all its nested events. Typically one source is measured (e.g., time), but the user may configure TAU with an option for using multiple counters and specify which are to be tracked during a single execution. For atomic events, the statistics measured include maxima, minima, mean, standard deviation, and the number of samples. When the program execution completes, a separate profile file is created for each thread of execution.

The TAU profiling system supports several profiling variants. The most basic and standard type of profiling is called flat profiling, which shows the exclusive and inclusive performance of each event, but provides no other performance information about events occurring when an interval is active (i.e., nested events). In contrast, TAU’s event path profiling can capture performance data with respect to event nesting relationships. In general, an event
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path identifies a dynamic event nesting on the event stack of a certain length. An event path profile of length one is a flat profile. An event path profile of length two is often referred to as a call graph profile. It provides performance data for all parents and children of an interval event. By specifying a path length in an environment variable, TAU can make a performance measurement for any event path of any length. Again, exclusive and inclusive performance information is kept in the measurement. The objective of call-path profiling is to gain more insight in how performance is distributed across the program’s execution.

While callpath profiling can reveal the distribution of performance events based on nesting relationships, it is equally interesting to observe performance data relative to an execution state. The concept of a phase is common in scientific applications, reflecting how developers think about the structural, logical, and numerical aspects of a computation. A phase can also be used to interpret performance. Phase profiling is an approach to profiling that measures performance relative to the phases of execution [226]. TAU supports an interface to create phases (phase events) and to mark their entry and exit. Internally in the TAU measurement system, when a phase, $P$, is entered, all subsequent performance will be measured with respect to $P$ until it exits. When phase profiles are recorded, a separate parallel profile is generated for each phase. Phases can be nested, in which case profiling follows normal scoping rules and is associated with the closest parent phase obtained by traversing up the callstack. When phase profiling is enabled, each thread of execution in an application has a default phase corresponding to the top level event. When phase profiling is not enabled, phases events acts just like interval events.

TAU also has support for recording of the current values of parallel profile measurements while the program is being executed in a form of a parallel profile snapshot [248]. The objective is to collect multiple parallel profile snapshots to generate a time-sequenced representation of the changing performance behavior of a program. In this manner, by analyzing a series of profile snapshot, temporal performance dynamics are revealed.

4.5.3.3 Tracing

Parallel profiling aggregates performance metrics for events, but cannot highlight the time varying aspect of the parallel execution. TAU implements robust parallel tracing support to log events in time-ordered tuples containing a time stamp, a location (e.g., node, thread), an identifier that specifies the type of event, event-specific information, and other performance-related data (e.g., hardware counters). All performance events are available for tracing and a trace is created for every thread of execution. TAU will write these traces in its modern trace format as well as in VTF3 [296], OTF [191], and EPILOG [246] formats. TAU writes performance traces for post-mortem analysis, but also supports an interface for online trace access. This includes mechanisms for online and hierarchical trace merging [66,68].
4.5.3.4 Measurement Overhead Control

TAU is a highly-engineered performance system and delivers very high measurement efficiencies and low measurement overhead. However, it is easy to naively construct an experiment that will significantly perturb the performance effect to be measured. TAU implements support to help the user manage the degree of performance instrumentation as a way to better control performance intrusion. The approach is to find performance events that have either poor measurement accuracy (i.e., they are small) or a high frequency of occurrence. Once these events are identified, the event selection mechanism described above can be used to reduce the instrumentation degree, thereby reducing performance intrusion in the next program run.

In addition, TAU offers two runtime techniques for profiling to address performance overhead. The first is *event throttling*. Here TAU regulates the active performance events by watching to see if performance intrusion is excessive. Environment variables `TAU_THROTTLE_PERCALL` and `TAU_THROTTLE_NUMCALLS` can be set to throttle when thresholds of per call overhead or number of calls are exceeded. The second is *overhead compensation*. Here TAU estimate how much time is spent in various profiling operations. TAU will then attempt to compensate for these profiling overheads while these events are being measured. This is accomplished by subtracting the estimated amount of time dedicated to profiling when calculating time spent for an event. TAU can also compensate for metrics besides time (e.g., floating-point operations). Overhead compensation requires small experiments to be run prior to execution. Its accuracy in practice will depend on how stable the estimated overhead is during the program run.

4.5.4 TAU Analysis

As the complexity of measuring parallel performance increases, the burden falls on analysis and visualization tools to interpret the performance information. If measurement is the heart and soul of the TAU performance system, the analysis tools bring TAU to life. As shown in Figure 4.6, TAU includes sophisticated tools for parallel profile analysis and leverages existing trace analysis functionality available in robust external tools, including the Vampir [251] and Expert/CUBE [313, 372] tools. This section focuses on TAU’s parallel profile analysis and parallel performance data mining.

4.5.4.1 Parallel Profile Management

The TAU performance measurement system is capable of producing parallel profiles for tens to hundreds of thousands of threads of execution consisting of hundreds of events. Scalable analysis tools are required to handled this large amount of detailed performance information. Figure 4.7 shows TAU’s parallel profile analysis environment. It consists of a framework for managing parallel
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profile data, PerfDMF [174], and TAU’s parallel profile analysis tool, ParaProf [49]. The complete environment is implemented entirely in Java.

![Diagram of TAU parallel profiling environment]

**FIGURE 4.7:** TAU parallel profiling environment.

PerfDMF provides a common foundation for parsing, storing, and querying parallel profiles from multiple performance experiments. It supports the importing of profile data from tools other than TAU through the use of embedded translators. These are built with PerfDMF’s utilities and target a common, extensible parallel profile representation. Many profile formats are supported in addition to TAU profiles. The profile database component is the center of PerfDMF’s persistent data storage and builds on robust SQL relational database engines. Once imported to the database, profile data can also be exported to a common format for interchange between tools.

To facilitate performance analysis development, the PerfDMF architecture includes a well-documented data management API to abstract query and analysis operation into a more programmatic, non-SQL form. This layer is intended to complement the SQL interface, which is directly accessible by the analysis tools, with dynamic data management and higher-level query functions. Analysis programs can utilize this API for their implementation. Access to the SQL interface is provided using the Java Database Connectivity (JDBC) API.
4.5.4.2 Parallel Profile Analysis

The ParaProf parallel profile analysis tool [49] included in TAU is capable of processing the richness of parallel profile information produced by the measurement system, both in terms of the profile types (flat, callpath, phase, snapshots) as well as scale. ParaProf provides users with a highly graphical tool for viewing parallel profile data with respect to different viewing scopes and presentation methods. Profile data can be input directly from a PERFDMF database and multiple profiles can be analyzed simultaneously.

To get a brief sense of what ParaProf can produce, consider the AORSAs (All Orders Spectral Algorithm) [183] simulation code, one of the major applications of DOE’s fusion modeling program. There are a 2-D and 3-D versions of AORSAs. AORSAs-2D provides a high-resolution, two-dimensional solutions for mode conversion and high harmonic fast wave heating in tokamak plasmas. AORSAs-3D provides fully three-dimensional solutions of the integral wave equation for minority ion cyclotron heating in three dimensional stellator plasmas. We ran AORSAs-2D on the Cray XT5 (Jaguar) system at Oak Ridge National Laboratory to investigate its performance scaling behavior. The code was instrumented at routine boundaries and the outer loop level to evaluate the effect of multi-core CPUs on the overall code performance and to identify inefficiencies. Figure 4.8 shows a parallel profile from a 256-core execution. Here ParaProf has analyzed the full performance data and generated the three-dimensional view shown. This view is useful for highlighting performance features that reflect the relationships between events (left-side axis) and execution threads (bottom-side axis). In this case, the patterns reflect aspects of the model being simulated. Exclusive time is the performance metric (right-side axis).

![Figure 4.8: ParaProf displays of AORSAs-2D performance on the ORNL Cray XT5 (Jaguar) system. (See color insert.)](image)
This example shows just a part of ParaProf’s capabilities. ParaProf can produce parallel profile information in the form of bargraphs, callgraphs, scalable histograms, and cumulative plots. ParaProf is also capable of integrating multiple performance profiles for the same performance experiment, but using different performance metrics for each. Phase profiles are also fully supported in ParaProf. Users can navigate easily through the phase hierarchy and compare the performance of one phase with another.

ParaProf is able to extend its analysis functionality in two ways. First, it can calculate derived statistics from arithmetic expressions of performance metrics. A simple example of this is “floating point operations per second” derived from two metrics, “floating point counts” and “time.” Second, ParaProf analysis workflows can be programmed with Python, using the Jython scripting interface.

4.5.4.3 Parallel Performance Data Mining

To provide more sophisticated performance analysis capabilities, we developed support for parallel performance data mining in TAU. PerfExplorer [172, 173] is a framework for performance data mining motivated by our interest in automated performance analysis and by our concern for extensible and reusable performance tool technology. PerfExplorer is built on PerfDMF and targets large-scale performance analysis for single experiments on thousands of processors and for multiple experiments from parametric studies. PerfExplorer addresses the need to manage large-scale data complexity using techniques such as clustering and dimensionality reduction, and the need to perform automated discovery of relevant data relationships using comparative and correlation analysis techniques. Such data mining operations are enabled in the PerfExplorer framework via an open, flexible interface to statistical analysis and computational packages, including WEKA [371], the R system [332], and Octave [128].

Figure 4.9 shows the architecture of TAU’s PerfExplorer system. It supports process control for scripting analysis processes, persistence for recording results of intermediate analysis, provenance mechanisms for retaining analysis results and history, metadata for encoding experiment context, and reasoning/rules for capturing relationships between performance.

PerfExplorer is able to analyze multi-experiment performance data and we have used it to understand scaling performance of the S3D application on the IBM BG/P (Intrepid) system at Argonne National Laboratory. S3D [320] is a turbulent combustion simulation system developed at the Combustion Research Facility at Sandia National Laboratories. We collected S3D parallel profile data on Intrepid for jobs ranging up to 12,000 cores. Figure 4.10(a) is a plot produced by PerfExplorer showing how major S3D events scale. Figure 4.10(b) is a plot showing the correlation of these events to total execution time. Events more strongly correlated with total execution time have a positive slope. These analyses were fully automated by PerfExplorer.
4.5.5 Summary and Future Work

The TAU Performance System has undergone several incarnations in pursuit of its objectives: flexibility, portability, integration, interoperability, and scalability. The outcome is a robust technology suite that has significant coverage of the performance problem solving landscape for high-end computing. TAU follows an instrumentation-based performance observation methodology. This approach allows performance events relevant to a parallel program’s execution to be measured as they occur and the performance data obtained to be interpreted in the context of the computational semantics. However, issues of instrumentation scope and measurement intrusion have to be addressed. Throughout TAU’s lifetime, the project has pursued these issues aggressively and enhanced the technology in several ways to reduce the effects of the probe.

TAU is still evolving. We have added support for performance monitoring to TAU built on the Supermon [253] and MRNet [256] scalable monitoring infrastructures. The goal here is to enable opportunities for dynamic performance analysis by allowing global performance information to be accessed at runtime. We have extended our performance perspective to include observation of kernel operation and its effect on application performance [255]. This perspective will broaden to include parallel I/O and other sub-systems. TAU is also being extended to support performance analysis of heterogeneous parallel systems, in particular systems with GPU acceleration. In this regard, we are developing a CUDA performance measurement infrastructure [230]. Our current and long-term vision for TAU is targeted to whole performance evaluation for extreme scale optimization. Here we are working to integrate TAU in the system software stack and parallel application development environments being created for petascale and exascale systems.
**FIGURE 4.10**: PerfExplorer analysis of S3D performance on IBM BG/P. (a) S3D events scale. (b) correlation of events to execution time. (See color insert.)

### 4.6 Summary

Over the last two decades, research in the area of performance tools has delivered important ideas, approaches, and technical solutions. HPCToolkit and the TAU Performance System are representative of advances in the field. The impending emergence of extreme-scale parallel systems that incorporate heterogeneity will drive the development of next-generation tools. Performance
tools for extreme-scale systems will need new measurement capabilities to support new architectural features, new strategies for data management to cope with the torrent of information from these systems, and automated parallel analysis capabilities to sift through reams of performance data effectively and efficiently. With the growing complexity of emerging systems, it will be increasingly important for next generation performance tools to increasingly focus on providing higher-level guidance for performance tuning rather than just pinpointing performance problems.
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5.1 Introduction

Performance analysis aims at observing the rate of progress of a computation, quantifying it in terms of some metric and inferring factors that determine the actual performance of a system. Properly identifying these factors and understanding their impact is key to effective application tuning.

As in all areas of science, observation and data acquisition is the first step towards the characterization and understanding of system behavior, and as in all areas of science, two different approaches can be followed. A first direction is to summarize the raw data stream close to where it is produced in order to
minimize the amount of data that has then to be transported and subsequently processed off-line. The generic issue is how much raw data should be captured for later off-line study, and what are the algorithms and statistics that should be applied to the raw data during the acquisition process so that most useful information in the data is retained.

Performance analysis is not different. It is also characterized by a very large high production rate and restrictions in storage and post processing. The space of possible designs is a continuum between just reporting after the program run a handful of summarized values to storing all raw captured data for off-line analysis. Different positions in this spectrum have been taken by performance analysis tools.

In this chapter we will focus on approaches that capture as much data as possible including timing and ordering information at run time to post process and analyze it off-line. Trace-based tools have undergone a transformation from not being considered practical to the point of clearly demonstrating their usefulness, and today appear to be finding a solid place within the broad spectrum of performance tools for high-performance computing. Throughout the chapter we will describe general issues faced by this approach, give some details of how they have been addressed by the CEPBA-Tools environment (MPItrace, Paraver, Dimemas, . . .) and introduce some of the techniques that we consider will be relevant in the future.

The chapter is structured as follows. Section 5.2 discusses the motivations for traced based tools and Section 5.3 looks at some of the major challenges faced by this approach, whereas Section 5.4 examines data acquisition. Section 5.5 presents some analysis techniques to identify structure in traces and in Section 5.6 we look at modeling techniques. Section 5.7 looks at interoperability between different types of tools. We conclude with a view on how we perceive the future of trace-based tools and how techniques learned from them are likely to evolve.

5.2 Tracing and Its Motivation

The tracing approach is rooted in the consideration that variability and details are important elements of parallel program behavior. When looking for real insight, the search proceeds through a huge and fuzzy space where hypotheses arise as the analysis proceeds. Very precise measurements of unforeseen metrics may be needed to validate or reject the hypotheses.

As we face the multicore and exascale era, we expect high levels of asynchrony and dynamic scheduling to be supported by the programming models and run time systems in order to overlap latencies and accelerate the progress of computation on the critical path. Programs will be less SPMD-like or lockstep-like than today and run time systems will have more responsibility in
optimizing the mapping between the application’s demands and the architecture’s resources. Such dynamic environments will result in great variability in the duration and execution order of tasks. Different runs of the same program will probably have very different internal sequences of events and just providing average statistics will miss the detailed interactions between application demands and resource availability that determine the system performance. In a world constrained by energy consumption, the efficient usage of computational resources will be even more important than in the past. We believe that this situation will make necessary the generation of detailed snapshots (traces) of a single run, as well as off-line searching for insight into important performance behavior at the microscopic level.

Trace based visualization tools [252,275,385] are browsers to navigate the raw data and analyze it in the search for information. These tools are able to present the information as timelines displaying the evolution of the metrics and activity in both the process number and time dimension. They can also be used to compute and present statistics for the range of processes and time selected though the GUI.

Kojak [246] presents an interesting point in the above mentioned spectrum. It is a system that presents profile data but whose internal implementation is based on traces. The profiles are generated by off-line processing of the traces through a program that can apply complex algorithms and obtain more elaborated metrics than what on-line processing would allow. In particular, having access to all the events incurred by all processes, it is possible to compute metrics that depend on the time relationship between events in two or more processes. An example of such metrics is late senders which quantifies the blocking delay suffered by processes waiting to receive data when the matching send takes place significantly after the receive is issued. Other metrics such as Wait at $N \times N$ are also defined for collective operations. All of these metrics are computed and emitted into a profile file which can then be interactively browser by an advanced profile presentation tool (CUBE [147]).

The spectrum of approaches is thus essentially differentiated by how late one computes metrics in the analysis process and to what extent the analyst is able to define new ones. Ideally the later and more flexible the mechanism, the better equipped the analyst is to iterate the hypothesis-validation loop as many times as possible and to face unexpected issues. However, the more flexible and powerful the tool, the more expertise (architecture, programming models, operating system, etc.) is required from the analyst.

Paraver [204] is a flexible trace visualizer developed at the Barcelona Supercomputer Center (BSC). It can display timelines identifying the region of the code (i.e., functions, MPI calls, etc.) being executed along the time axis, a selected set of hardware counter-derived metrics, and advanced communication-related metrics such as transfer bandwidth. A second type of display is based on a mechanism to compute tables from timelines. This mechanism can be used to compute and display both profiles and histograms. A large number of metrics and statistics are programmable through the GUI. When a timeline,
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profile or histogram showing a relevant metric is generated by an analyst, it can be saved into a configuration file that can later be loaded by nonexpert users on the same or different traces. The values reported by both timelines and tables can also be saved in textual form to be further processed with other data analysis tools such as Excel and Matlab.

Figure 5.1 shows an example timeline of a GPUs [34] run on a node with 4 GPUs. The algorithm is a matrix multiply operation, and the individual tasks are implemented with CUBLAS. The timeline on the top shows in yellow the transfer of data between the host memory and the device. Brown corresponds to actual execution of a task. Detailed bandwidth for each such transfer is shown in the middle timeline for the same time interval. In the timelines we can see how transfers do not overlap with computation. We also observe that transfers to/from all GPUs tend to cluster and happen at the same time. This will tend to overload the communication link which has a limited bandwidth compared to the computational power of the devices. The effect can be observed in Figure 5.2 which shows the histogram (computed by Paraver and saved in a file read by excel) of effective bandwidths when the program is run with one, two and four GPUs. We see how the effective bandwidth of the transfers is in the order of 2.2 Gbyte/s when only one GPU is used, but significantly less and with broader distribution when more GPUs are used.

The simultaneous attempt to use the PCI bus to transfer data to/form all GPUs result in lower average bandwidth and higher variability as the number of GPUs increases. The effect does have some kind of self synchronizing behavior and the analysis suggests slightly modifying the run time to counter this effect. By limiting the number of concurrent transfers it is possible to skew the activity of the different GPUs avoiding contention and achieving better overlap in the utilization of the resources (PCI and GPU).

Similar instrumentation in other middleware developed at BSC (CellSs [50], MPI+SMPSs [228], GridSs [37], Load balance [146]) lets us understand the detailed microscopic issues that end up having a significant impact in the macroscopic application behavior. We believe that run times for new programming models and system software developments at many different levels will have to be instrumented to capture snapshots of the activity of the application as well as details of their internal operation in order to identify potential improvements in the mechanisms and policies they apply.

5.3 Challenges

One major concern being faced by trace based tools is scalability, in at least two sense. On one hand, storing and handling the potentially huge amounts of data generated by a computation running on thousands of processors is a substantial a challenge. But visualization of these very large datasets is
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also a daunting challenge — indeed, it is often regarded as being beyond the capabilities of current displays. Let us address these two issues.

5.3.1 Scalability of Data Handling

Instrumentation of parallel MPI programs typically involves injecting “probes” at each MPI call. Additionally, one can instrument user-level routines, as identified by a previous performance profile of the application, by inserting probes at the entry and exit of each routine. Each of these probes collects and emits trace information about the specific call and its parameters, such as message size and communication partner, and possibly a few hardware counter values, such as number of floating-point operations, instructions and cache misses, since the previous probe. Depending on the application, such instrumentation, may result in data production rates that may approach one Mbyte/s per core, although it is often closer to a few tens of Kbyte/s. Table 5.1 shows some data production rates for real applications when using the MPITrace package and instrumenting MPI calls. Similar values have been reported for other tools such as Scalasca.

This process often generates large amounts of raw data. Merely creating
the files, performing the output at generation time and reading them at the post-processing stage often is in itself a significant challenge, even in an era when very large online storage facilities are available. Two approaches can be employed to address this issue: (a) use scalable data handling mechanisms, and (b) implement data filtering mechanisms.

Two tools that are representative of the first approach are VampirServer and Scalasca. VampirServer [67] is a redesign of the previous Vampir [252] visualization tool with special emphasis on being able to handle very large traces. VampirServer displays Open Trace Format (OTF) [191] traces. One way in which this trace format addresses scalability issues is that a single logical trace can be split onto several files, thus allowing for concurrent storage.

**TABLE 5.1:** Data production rates for different applications and tracing setups

<table>
<thead>
<tr>
<th>Application</th>
<th>Processes</th>
<th>Run time (minutes)</th>
<th>Full trace size (GB)</th>
<th>Per proc. Rate (MB/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPECFEM3D</td>
<td>64</td>
<td>58</td>
<td>3</td>
<td>0.01</td>
</tr>
<tr>
<td>GROMACS</td>
<td>64</td>
<td>8</td>
<td>20</td>
<td>0.65</td>
</tr>
<tr>
<td>MILC</td>
<td>245</td>
<td>5.5</td>
<td>5.5</td>
<td>0.68</td>
</tr>
<tr>
<td>ZEUS-MP</td>
<td>256</td>
<td>10</td>
<td>22</td>
<td>0.14</td>
</tr>
<tr>
<td>LESLIE3D</td>
<td>512</td>
<td>56</td>
<td>82</td>
<td>0.05</td>
</tr>
<tr>
<td>GADGET</td>
<td>2048</td>
<td>3.5</td>
<td>37</td>
<td>0.09</td>
</tr>
</tbody>
</table>
and processing. VampirServer follows a client-server approach, wherein the
visualization client can query several servers that process in parallel different
parts of the trace and reply with their respective data to visualize. OTF also
includes mechanisms to store partial summarized data or pointers, permitting
fast access to specific parts of the trace. These data handling mechanisms
permit VampirServer to handle traces up to several tens of GBbytes. Other
scalable trace formats, such as the “Slog” format, also follow this hierarchical
and partitioned approach to structure the raw data.

Scalasca [373] is a performance analysis system that presents profile data
generated from traces. Scalasca builds on the previous experience with Kojak
in addressing the scalability issues. The statistics generation program is itself
an MPI parallel program that replays the trace and computes the statistics
just immediately after the instrumented application run. New versions of the
system attempt to economize the file access overhead of storing and reading
back traces by setting up memory regions persistent across applications, so
that the analyzer running immediately after the instrumented application will
find the trace data in memory. Since it is a parallel program itself, it requires
a large amount of memory, communication and compute power in order to
compute the required metrics in a reasonable time.

Research has also been performed in the area of trace compression. For
example, with Paraver (and for archival purposes), we observe compression
rates of 1:8 with standard lossless compression packages. Systems such as [261]
or [192] are lossless in terms of preserving communication patterns but lossy
in terms of retaining the actual computation time between communications.
These techniques are based on the predictably repetitive structure of most
applications [138] in terms of the communications sequence; the computa-
tion bursts between MPI calls tend to exhibit higher variability. Some
researchers [283] have proposed different discretizations of this time in or-
der to reduce the trace size and still capture, with good accuracy, the global
behavior of the application.

The second principle approach to address the large size of trace datasets
is to examine the application structure and selectively focus on the minimal
amount of raw data that captures the information relevant for the analysis.
We will describe some of these techniques in the following paragraphs. Such
techniques are being developed to make the whole process automatic, avoiding
the need for human intervention and thus speeding up the analysis process.
We will describe them in Section 5.5.

The simplest approaches require the analyst to specify what part of a run
or what type of information to capture. This is done through an application
performance interface (API) to start and stop the tracing at specific points
in the source code. The typical practice is to skip the initialization phase
and only trace a small number of iterations of the main computation phase.
This approach requires access to the source code and knowledge of its general
structure. Although usually not very difficult to identify by hand, it is often a
cumbersome process and constitutes a non-negligible part of the analysis. The
approach may still result in large traces if the number of cores is very large, the interactions between them are frequent or the durations of iterations are long. Furthermore, it is not useful in the case we need to analyze application variability during long runs.

MPItrace implements additional mechanisms proposed in [203] to address some of the above limitations. The first idea is not to restrict the time interval, but instead to emit detailed information just for some relevant events. Based on our analysis experience, we consider as relevant events only those that characterize the long computation bursts (long serial computation between two MPI calls). Hardware counter events are only emitted at the start and end of these computation bursts. This is a way of saving storage overhead for hardware counters, since they are not emitted for short computation bursts. It is often the case that a small percentage — often less than 10% — of the computation bursts represent more than 90% of the elapsed time. It is even possible not to emit any MPI events, and given that the emitted computation bursts are time-stamped, still nonetheless draw conclusions on the behavior of the communication activity of the program. This approach is able to drastically reduce the trace size. For example, a trace of 3000 seconds of a Linpack run on 10K cores only generates 527 Mbyte of data.

An intermediate approach [203] we call software counters is to emit summarized data for otherwise discarded events at the start of long computation bursts. Examples are a count of the number of MPI calls and an aggregate of the number of bytes transferred in the interval since the end of the previous long computation burst. Some example trace sizes for runs of the GADGET astrophysics code at different core counts and burst duration thresholds are given in Table 5.2. We can see how the sizes are drastically reduced over the full sizes reported in Table 5.1 and still contain very useful information to explain the scalability behavior of the application. We will show in Section 5.3.2 how filtered traces and software counters do support detailed analyses and displays.

Paraver lets the user navigate with acceptable response times with traces up to a few hundred Mbyte in size. This does not mean that larger traces cannot be analyzed. Paraver is also a trace manipulation tool. In the case the trace file is too large, Paraver offers the possibility of filtering it, generating a new trace file with a subset of the raw data in the original one. The approach is equivalent to the software counters functionality of MPItrace but implemented

---

**TABLE 5.2: Trace size (Mbyte) for GADGET when using software counters and different computation burst thresholds**

<table>
<thead>
<tr>
<th>Processes</th>
<th>75 ms</th>
<th>150 ms</th>
<th>300 ms</th>
<th>600 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td></td>
<td></td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td></td>
<td>4.9</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>17.5</td>
<td>10.6</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>4096</td>
<td>47.7</td>
<td>4.9</td>
<td>3.7</td>
<td></td>
</tr>
</tbody>
</table>
off-line. The user can specify in an xml file the type of information that should be kept and what should be dropped or aggregated using software counter techniques. A typical practice is to generate a filtered file with only the long computation bursts and possibly collective MPI calls. This file can be loaded with Paraver and the analyst can identify the structure of the application (i.e., repetitive pattern, perturbed regions, . . . ). The GUI can be used to specify in this view a time interval of interest, and Paraver will extract a cut of the original trace with full detail for that interval.

These manipulation capabilities support the hierarchical analysis of very large traces. By operating with the full original trace file, it is possible to iteratively extract different subsets of the original data as the analysis proceeds. This often results in faster response time than resubmitting the instrumented application. It also has also the advantage that all the different partial traces that may be examined during an analysis correspond to the same run. This ensures that different observations can be precisely correlated. In practice, after the initial analysis process has been done, the original trace can usually be discarded. Typically, only the filtered trace covering the whole application run and a few representative cuts with full detail are kept for further analysis or archiving.

Other trace manipulation utilities can be used to merge different traces and to shift timestamps of different processes (see Section 5.4).

5.3.2 Scalability of Visualization

Some believe that in order to visually represent metrics, one needs at least one pixel per object. Displaying performance views for tens of thousands of processors is impossible under this hypothesis. Although often not perceived as problematic, the same issue arises in the time dimension, when it is necessary to display intervals several orders of magnitude larger than the average time between events. This is an issue not only for trace visualizers, but also for profile presentation systems that map metrics onto a physical system structure, as for example CUBE [147].

The visualization resolution issue has not been as acute in other arenas, such as data visualization tools or gaming. A lot of work has been done in data visualization, and effective rendering approaches and techniques have been developed to handle different levels of detail.

The real underlying issue is not what a screen can display, but what can the human eye perceive from the screen. The real objective is to maximize the information transfer between the visualization tool engine, which has a huge amount of data, and the human vision system, which essentially performs a low pass filtering of the image. Being able to identify information, outliers and the like is the real objective, rather than generating attractive and highly precise color plots.

In [203], we described how simple nonlinear rendering techniques can be applied in trace visualization tools. In order to compute the actual value (color)
displayed for each pixel, a certain function has to be applied to all the contributions to that pixel. One possibility is to use the average of all individual values, which may be an option for views displaying continuous valued functions, but which may be totally meaningless for views displaying categorical data. A particularly interesting nonlinear rendering function is to report for every pixel the maximum of all values that would map to it. For windows with categorical data this will bias the view towards values encoded as high numbers, but the total view will still provide useful information to the analyst. For windows representing numerical data, this approach easily highlights regions of the process-time space with outliers. Even if the actual outlier occurs in one out of thousands of processes and lasts for a very short time, it will be possible to focus on it with zooming facilities and analyze it in detail. Even random rendering is often substantial effective in conveying information to the analyst. In this approach, one of the many values mapping to a given pixel is selected at random and displayed. An interesting practice in this case is to redraw the same view several times, using thus different random sequences. The similarity/differences between different images ends up showing interesting information about the underlying structure of the application.

Figure 5.3 shows the instructions per cycle (IPC) within DGEMM computations in the Linpack trace of 10K cores mentioned in Section 5.3.1. The rendering varies from green for an IPC of 2.85 to dark for an IPC of 2.95. Figure 5.4 shows the L1 miss ratio (misses per thousand instructions) which is clearly correlated to the IPC pattern. The views do show structure in the behavior of the application and exemplify how the combination of scalable tracing and display techniques support extremely precise (below 5% in this example) measurements even with very large processor counts.

Figure 5.5 is an example from a similar run with 4096 cores. The view represents the duration of the communication phases for a subset of 300 processes, during five iterations of the outer loop. Computation time appears in white, while communication time is shaded. The first iteration shows the typical skewed behavior in the linearized broadcast implementations in Linpack. Outliers that take significantly more time are shown shaded. The outliers in the second iteration are due to contention in the network. The outliers in the following iterations are caused by the propagation, to other processes, of the delays induced by the previous contending communications. This example shows how it is possible to obtain a large amount of information from a trace even if the communication records have been filtered.

The other example mentioned in Section 5.3.1 was a GADGET run on 2048 processors. Figure 5.6 shows several synchronized views of one iteration (10.5 seconds) of the core computational step of this trace. Each of them represents a different metric identified on the top left corner of each timeline. For all of them the shading corresponds from light to dark, corresponding to the maximum value in the timeline. Regions in white correspond to a zero value of the metric.

The view on top shows the duration of computation bursts longer than 75
ms. We can see how during the last third of the iteration only 1024 processors perform significant computation, resulting in major performance degradation, whose cause should be further studied. All other views report information on the complementary portion of the timeline, which we will refer as communication phases, each of them representing a sequence of MPI calls separated by short computation bursts. The communication phases at the beginning of the iteration show the expected SPMD structure, where all process are either computing or communicating. Because of the load imbalance issue just identified, the last communication phase for the final 1024 processors is much longer than for the first 1024. This situation is not so typical but shows how the method used to capture data enables the identification of potentially unexpected structures.

The second view shows the percentage of time in MPI within each such phase. The values are pretty close to 100% almost everywhere, except in the light stripe just before entering the imbalanced region, where the value is 40%. The view below shows that in this communication phase there are a large number (43) of collective calls while in all other regions the number of collective calls is significantly lower. The fourth view also shows that the actual number of bytes sent by those collectives is not very high (418 Kbyte in total,
thus only close to 10 Kbyte on average). For example, the next communication phase has fewer collective operations but larger amounts of data sent. The fact that 60% of the time is spent in MPI in this communication phase and that it contains a tight sequence of collectives raises the concern that load imbalance and global synchronization semantics might limit the scalability of this phase. Further analysis and understanding of the detailed behavior of this phase would be desirable. The last three timelines show respectively the number of point to point calls, number of bytes transferred and effective bandwidth achieved within each communication phase. We can see that the two last communication phases is where most of the point-to-point data is transferred. From the timeline we can measure that within each such phase, each of the first 1024 processes sends a total of 13.4 Mbyte, and the effective bandwidth is 20 Mbyte/s. This value is not very high, and thus we have identified a third issue and region that deserves further analysis.

We have shown how analysis of the software counter traces is able to identify regions in the time dimension where further analysis is needed. The trace file can also include line numbers for the first MPI call in a communication phase, thus easily pointing to the code region to examine. Even more importantly, we also have initial quantification of the performance problem and
indications of what we have to look for in a more detailed analysis (load imbalance for some regions of code, granularity and global synchronization in other regions, inefficient use of bandwidth in others, etc.). A similar analysis can be used to perform a first level of comparison between runs with different processors and check whether all computation bursts or communication phases shrink proportionally as we increase the number of processors.

5.4 Data Acquisition

Two general methods of activating the monitoring package probes are instrumentation and sampling. In the first case, probes are hooked into specific points of the application code (source or binary). This can be done through source code preprocessors [245, 246, 300] before compilation, through hooks provided by the compiler (ie. -finstrument-functions option in the gcc compiler), by binary rewriting techniques [212, 221, 316] before execution, at load
time through dynamic linking mechanisms (such as the PMPI interface in
MPI) or by totally dynamic instrumentation of the binaries in execution [69].
In the sampling case, the probes are fired when a given time interval elapses
or a certain hardware counter overlaps (ie. using PAPI [65]).
When instrumenting an application, the monitoring system’s activation is totally correlated to the activity of the program in execution. When sampling, the actual firing of the probe is not directly correlated to a specific point in the program, although there may be some correlation to the program general activity (i.e., if sampling on the overflow of a cache miss counter, samples will probably concentrate in parts of the code experiencing more cache misses). This is an essential difference between the two methods that influences the way statistics are then obtained from the data. In the first case, profiles or detailed statistics can be accurately computed from the captured data. In the second, statistical techniques have to be used in order to obtain the profile information. A second difference is that instrumentation does not guarantee an acquisition frequency. Instrumentation can be very coarse, in which case no data is acquired for very long intervals, which results in very poor detail in the behavior of the application. In other cases, instrumentation may lead to a large overhead, especially if the instrumented points in the code are exercised very frequently by the program. On the contrary, the sampling approach provides a simple mechanism to constrain the potential overhead by just tuning the frequency (or counter overflow value).

The trade-off between instrumentation and sampling is then in terms of precision and overhead. An interesting research direction is to further exploit the differences and complementarities between them as we will describe in Section 5.5. The objective is to instrument only major routines and to derive very precise information of the internal behavior of such routines by correlating the sampled data to the instrumented data.

An important issue in the case of acquiring data for traces and subsequent off-line analysis regards the timestamping process. When different data are captured by a probe (i.e., call arguments, hardware counters, etc.), one might be tempted to get a timestamp for each of these values, for example reading the clock and the event value for every hardware counter. To support precise off-line analysis, all data captured by each probe should have a single timestamp, representing the occurrence of the event that fired the probe. Especially when reading hardware counters, atomicity in the capture is more important than the total duration of the probe. Ideally, we would like to have a hardware mechanism where a single instruction would force a simultaneous copy of the active counters into buffer registers. The probe could then read these frozen copies without possible perturbations such as interrupts modifying the captured values. Of course perturbations would affect the running counters and thus the value for the next probe, but the important thing is that the atomic mechanism would avoid the situation where some of the counters read by one probe would include the effect of the perturbation while the effect for other counters would be accounted in the next probe. In the absence of such mechanism, it is important to read the hardware counters in a tight back-to-back sequence and, if possible, to disable interrupts as well.

Properly synchronizing clocks between processors may be an issue for some trace based analyses [373]. Timestamps indicating that a message has ar-
rived to its destination before being sent may occur if the clocks at the send and receive node are not synchronized. This may be a big problem for tools that directly extract statistics out of the raw trace. Large clusters often lack global clock synchronization in hardware and thus some approaches have to be used by the tracing libraries to synchronize the timestamping clock across nodes. Often this is done by computing the offsets between local clocks at the MPI_init. In some cases [46] very elaborated methods are used to try and minimize the offset and even take into account skews in local clock frequencies.

Besides the clock synchronization issue, nuisances can appear in the timing process for two more reasons: the nonatomic process of firing a probe and reading the timestamp and other information to be emitted to the trace; and the discrete precision of the timer itself. In most present-day systems, timestamp resolutions are only a few nanoseconds.

The philosophy in Paraver is that one has to learn to live with this issue, try to keep it constrained, but not aim at totally eliminating it. MPItrace uses the simplest approach of introducing an implicit global synchronization at the end of the MPI_init call. In our experience this provides a sufficiently precise offset computation for most practical situations. Many of the timelines used in analyses do not depend on such offsets, and Paraver can display traces with backwards communications without problem. Some configuration files provided with the distribution do quantify the amount of backwards communication and show timelines where the user can see how the effect is distributed over time and processors.

Shifting the timestamps of some processes is a technique that has been demonstrated to be very useful in the case the original trace shows synchronization anomalies. We provide utilities to perform the shifting but also to compute, out of the original trace, the proper shift for each process. We often use this functionality to perfectly align the exit of a given collective. If applied to collectives that have global synchronization semantics, this technique typically results in views that expose the behavior of the application (i.e., imbalance before the collective call even at very fine granularities) much more clearly than the original trace. It is also an appropriate method to eliminate backwards communication operations around the specific collective and also to enable the generation of clean cuts of a trace starting just after the collective. Another way to eliminate backwards communication operations is to rely on the possibility of quantifying the effect. This is done through a Paraver configuration file that reports the aggregated backwards communication time experienced by each process. This number is used to shift the process and iterate trying to minimize the aggregated backwards time of all processes. Using Paramedir (a non graphical version of Paraver that emits the statistics to a file) the process can be automatized by a simple script. The gradient optimization process is not guaranteed to arrive to a null value of backwards time, but very good results are obtained in most practical cases.
5.5 Techniques to Identify Structure

Techniques to identify structure are of great importance when facing the analysis of large amounts of data. Indeed, numerous other fields of science, ranging from biology to astrophysics, are now facing similar challenges. Unfortunately the performance analysis community lags behind in the application of those techniques to reduce the raw data in the search for valuable information. This certainly applies to trace-based environments, but it is far more general and the same techniques should be used in online analysis as well.

Structural characterization at different levels can be of high relevance in the analysis of applications. Three such examples are discussed in this section. The first one uses signal processing techniques to detect the periodic behavior of an application. A second approach uses clustering techniques to identify similarities between the behavior of different processors and code regions in the program. Finally we look at ways to achieve extremely detailed information on the evolution of metrics with time without requiring very frequent data acquisition.

The structural information provided by these techniques is useful to ease the analysis process, both to drive the basic mechanisms described in Section 5.3 and to point out precise areas of relevance.

5.5.1 Signal Processing

Signal processing theory has been widely applied in many areas of science and engineering, but not yet very widely in the performance analysis area. Opportunities nevertheless arise if we envisage the timeline or profile plots generated by many tools as two- or three-dimensional images susceptible of being processed by image analysis techniques. Similarly, the performance data generated by one process along the time axis can be considered as a signal to which the existing body of theory and practice can be applied.

Detecting the periodicity of a program’s behavior is one such opportunity. Work in [81] used spectral analysis techniques to identify the hierarchical structure of the periodic behavior of applications, but mainly to automatically drive the extraction of a representative trace much shorter than the original one obtained with a blind instrumentation of the full application. Different signals derived from the trace can be used for the analysis. Examples are the instantaneous number of active processes doing useful computation, the complementary function representing the number of processes in MPI, the number of processes invoking a collective call, the average instantaneous IPC, etc. It is interesting to note how the signal itself need not have a physical meaning, so long as it exposes the periodic structure of the program activity. In particular, a signal that results in very good detection of the periodicity is
the instantaneous sum over all processes of the duration of their computation phases.

This process can be combined with mathematical morphology techniques to identify regions of high perturbation (by coalescing clustered burst in a signal that represents the instantaneous number of processes flushing trace data to disk) and thus skip them in the algorithm to detect periodicity. The wavelet transform combined with mathematical morphology can be used to detect regions with different structure [80]. This allows, for example, the automatic identification of initialization and termination phases in a trace, so that they can be disregarded as we typically are interested in analyzing the core computation phase.

Other uses can be identified, for example to monitor the progress rate of the program, to compress performance metrics using the wavelet transform [145] or to detect acquisition intervals that may lead to better estimates of global metrics [82].

5.5.2 Clustering

Clustering algorithms group data points in an \( n \)-dimensional space by their similarity. This is typically measured in terms of Euclidean or Manhattan distance. A wide variety of clustering algorithms have been proposed trying to detect concentration of data points in such a space. Some classes of algorithms search for spherically shaped clusters (for example \( k \)-mean-based algorithms) or just densely populated regions but still irregular in structure (density-based algorithms).

The most frequent use of clustering techniques in parallel program performance analysis [130, 260] characterize each process as a single point in a multidimensional space, where each dimension represents a given metric computed for the whole duration of the run (i.e., percentage of time in a given routine, total number of floating point instructions, total time in MPI, . . . ). The \( k \)-mean scheme is typically used here, and the analysis typically aims at identifying differentiated groups of processes such that one representative of each group can be used for a detailed analysis.

In [150] we have focused at a much finer granularity. In this case, each point represents just one computation burst between exit from an MPI call and the entry to the next one. Each such point is characterized by its duration and hardware counter metrics. The number of points is much larger than in the previous approaches and the objective is to detect internal structure within the processes. The clustering algorithm is based on density (DBSCAN), since the observed distribution of points in the space shows clouds of points with different principal component directions and shape (not necessarily spherical). For example, one application may have clusters where the same number of instructions is executed with IPCs varying in a relatively broad continuum range on different processors, while for other regions of the same program the IPC may actually be correlated with the number of instructions.
While the clustering algorithm is an interesting issue in itself, the really important point is how to validate and use the information. Two types of outputs from the clustering utility are relevant at this point: scatter plots and labeled traces. A scatter plot like the one showed in Figure 5.7 shows a two-dimensional projection of the n-dimensional space along two metrics relevant from the analysis point of view. Instructions and IPC are two typically used dimensions, since the distribution of the points in this space rapidly gives insight into possible load imbalance. Variability within a cluster in the number of instructions does point to computational load imbalance and directly suggests that the partitioning of computations should be improved. Variability in the IPC points to potential differences across processors, often related to different locality behavior. In finite element codes for example this typically suggests the need to improve the numbering algorithms used to achieve better and more uniform locality across domains. As each cluster is also referred to the section of the source code to which it corresponds, the analyst can directly point to where the tuning should be done.

A scatter plot alone may nevertheless provide not enough information to the analyst, since the points are not labeled with timestamp and processor. Thus doubt may arise whether its apparent structure actually corresponds to structure in the processor and time dimension or not. A given cluster may
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FIGURE 5.8: Clustered timeline of a 128 processor run of WRF. (See color insert.)

contain points from all processes or just a subset, may be regularly distributed in time or not, etc. Timelines showing the space/temporal distribution of the identified clusters would let the analyst answer those questions. The clustering utility feeds its results back into the original trace, introducing records that label the start and end of the clusters. Figure 5.8 shows the time distribution of the clusters with the same shading scheme as the scatter plot in Figure 5.7. Paraver can also be used to extract much more detail such as histograms of specific metrics for each individual cluster. Both the scatter plot and the visualization of the clustered trace are complementary presentation schemes that provide high-level insight into the behavior of the major regions of the parallel program.

Clustering algorithms are controlled by parameters selected by the analyst. Examples of such parameters are the desired number of clusters and a distance threshold differentiating what is considered to be similar and what is not. Different values of the parameters produce different granularities in the structure, and it may be useful to look at several of them. Selecting the proper value may be a difficult task, probably requiring several trials. For this reason, some tools [172] compute the clustering results for various values of the control parameter and let the analyst decide which is the most appropriate. In practice, this way of checking the quality of the clustering (known as the expert criterion) is a very important one. In our case, given that most programs today follow an SPMD structure, one would expect all processes to be doing the same type of computation at the same time. Looking at the timeline display of the clusters (Figure 5.8), an analyst can check whether the identified clusters do show such SPMD structure and determine whether it is appropriate to refine or coarsen the clusterization parameter.
Ideally one would like to have mechanisms for formally evaluating the quality of the clustering, but that is difficult in the general case. In [150], we present an approach that leverages algorithms from protein alignment developed in the life sciences area to compute the spmdiness of the clustering results. A duality can be made between a DNA fragment as a sequence of nucleotides and a process as a sequence of clusters. In our case, a good SPMD behavior would be one where the sequence of clusters for all processes can be properly aligned, indicating that they all perform the same activity at the same time. In the alignment process, some holes can be inserted, as it may be the case that different processes perform, for example, more communication operations (i.e., they are allocated domains with more neighbors) and thus may have a different number of computation bursts in the exchange phases. These computation bursts will typically be small compared to the main computation bursts between communication phases. The alignment algorithm receives as input weights that favor the alignment of long clusters. Finally, a numerical metric between zero and one is derived that quantifies the SPMD-ness of the clustering. This quantitative criteria is used to obtain an estimate of the quality of the clustering before even looking at the results. Our future work will use this metric in search algorithms to automatically identify good parameters for the clustering algorithm.

5.5.3 Mixing Instrumentation and Sampling

As mentioned in Section 5.4, instrumentation and sampling are two techniques for data acquisition with different properties regarding the precision they provide and the overhead they introduce. A challenging objective is to obtain, with very low overhead, extremely precise descriptions of the time evolution of different performance metrics such as IPC and MFlop/s rates. In [297] we showed how this can be done for programs with clearly repetitive structures, by merging instrumentation and sampling. The key underlying idea is that if the process is ergodic, the instrumentation hooks will provide the reference to which the measurements of the sampling probes may be referred. For example we can instrument the beginning of individual iterations or the entry to subroutines. Samples that happen to fire after a certain percentage of the duration of the iteration or routine will provide data on how many instructions, flops, or cycles occurred since the beginning. By collecting samples over many iterations, we can build a detailed evolution of such counts along the entire duration of a representative iteration.

MPITrace uses PAPI to set exceptions on hardware counter overflows such that the sampled data can be acquired and the appropriate records emitted to the same buffers as the instrumentation records. We typically use the cycles counter, and in order to keep the overhead low, the overflow value is set such that a sample is acquired every few milliseconds. A post processing of the trace performs the folding process, handling issues such as elimination of outliers, and the proper fitting of the projected data set by a polynomial model.
first output of this utility is a gnuplot file to display the evolution of the instantaneous rate of the different hardware counter metrics such as MFlop/s or MI/s (millions of instructions per second) along the duration of a routine or iteration of the program. The post-processing tool also emits a new Paraver trace with synthetic events at fine grain intervals, such that the full Paraver analysis power can be applied to the extrapolated trace.

Figure 5.9 shows an example of the reconstruction of the instantaneous MI/s for one iteration of two process in a parallel run of the NAS BT class B benchmark on 16 processors. The two functions at the top of the figure show the instantaneous performance in millions of instructions per second (MI/s) when outside MPI and zero when inside MPI. The figure in the middle shows for the same two processes and time scale the MPI call view. White in the timeline represents that the process is doing useful computation while shading corresponds to time inside MPI_waitall or MPI_wait. The last view shows the major user level function being executed in one iteration of the program. The successive colors represent routines copy_faces, compute_rhs, x_solve and y_solve. While the application was executed, instrumentation samples where obtained at the entry and exit of user level functions and MPI calls. The very fine level of detail presented in the top view is obtained through the projection onto this reference iteration of the random samples scattered along many iterations of the actual run. This view does show internal structure inside the different user function routines. For example, there are four phases or iteration in routine compute_rhs. Routines x_solve y_solve and z_solve also start with four phases of good MI/s values and terminate with a region of poor MI/s.

5.6 Models

5.6.1 Detailed Time Reconstruction

Conventional profiling or timeline analysis of a computational run can identify metrics that may be above standard values and point to a possible problem. Nevertheless they often lack the ability to quantify the potential impact of fixing that problem, or even determining that resolving the bottleneck will significantly improve global performance. Trace-based systems can help answer these questions. Tracing packages typically emit not only timestamped events, but also sufficient information to characterize the data exchanges and dependencies between different processes. This level of detail offers the potential for analyses well beyond merely computing metrics or statistics for a specific program run. Ordering information captures a lot of information about characteristics intrinsic to an application that can be used not only to predict its potential behavior on different target machines but also to estimate
FIGURE 5.9: Instantaneous Mi/s evolution for two processes of a 16-processor run of the NAS BT benchmark.

the impact of possible optimizations and rank them in terms of expected productivity. Traces can be fed to simulators that reconstruct the behavior of the program on systems with different architectural characteristics.

Dimemas [204] is one such simulator for message passing programs running on clusters of SMP nodes. Dimemas is fed with traces that can be obtained from Paraver through a utility program. The essential difference in the trace formats is that while the Paraver trace specifies the actual time when each event (computation or communication) happens, the Dimemas trace records just the sequence of computation demands (time of computation bursts) and communication demands (partner, size, and synchronization semantics). The Dimemas simulator is able to rebuild the actual timing of a hypothetical run based on the application demands and system characteristics.
Often processor or system architects use very elaborate simulators in an attempt to capture every detail of a real system. Such facilities typically result in very long simulations and do not clearly isolate the impact of individual factors. The system model in Dimemas tries to be both simple and functional. A simple model allows fast simulations and the usage of the tool in an interactive environment. The key objective at the functional level is to be able to capture factors that influence the behavior of a parallel machine but model them in an abstract way. For example, Dimemas as an MPI replay engine takes into account the blocking/nonblocking semantics as well as the buffered or rendezvous synchronization and the typical limit that standard mode calls apply to perform eager or synchronous transfers. These are key factors that influence the performance of an MPI application. At the architectural level, latency and bandwidth are two important factors, but endpoint or network contention can also have a strong impact on application performance. We model endpoint contention by a parameter describing the number of links (or adapters) between the node and the network. We model network contention by a parameter, which we call number of buses (B), limiting the number of concurrent transfers allowed on the network. This is an extremely rough approximation of the behavior of the real networks. But the important thing here is that this parameter is a model, something not necessary directly linked to a specific feature (number of levels, topology, switch design, etc.) of the actual interconnect, but nonetheless is still able to reproduce the observed behaviors. In fact, the value of number of buses that optimizes the Dimemas model’s fit to the real execution is one way of characterizing the level of contention that a real network has.

This type of simulator can be used to predict the performance on machines not yet available or to configure a system in procurement processes. We believe them to be even more valuable in understanding an application and providing expectations of gains to be achieved when different optimizations are applied. For example, two typical suggestions when a program does not scale well are trying to group messages to avoid overhead and trying to use nonblocking calls to overlap communication and computation. Each of these transformations may require a significant programming effort. Thus it would be interesting to have in advance some raw estimate of the potential gain such effort would produce. Performing simulations with ideal parameters may provide useful insight on the expected impact. For example, by setting the overhead of MPI calls to zero, one can estimate an upper bound of the gain for grouping messages. Performing a simulation with infinite network bandwidth would give an estimate of the potential gain of transfers where overlapped with computation. In practice, in often happens that these two estimates indicate that the potential gains for the above two tuning techniques are less than what developers expect, indicating that there are other problems that should be addressed first.

Performing parameter sweep simulations of one trace on a wide range of parameter values is a useful way of detecting intervals where the impact of
the specific parameter does not significantly affect the performance of the application, and when the impact starts to be relevant. Figure 5.10 shows an example of such a parametric sweep for two versions (ARW and NMM) of the WRF code when run on 128, 256, and 512 processors. The figures show how the ARW version is more sensitive to bandwidth than the NMM version, especially when the bandwidth is below 256 Mbyte/s. At the 256 Mbyte/s level, reducing the network connectivity (effective bisection bandwidth) can have a deleterious impact on the performance of the ARW version with 256 and 512 processors. Both versions are very insensitive to the MPI overhead (latency, in Dimemas terms). Because Dimemas can generate Paraver traces of the reconstructed behavior, an analyst can visually determine if the impact is the same over the entire program or if there are regions in the timeline where some parameter, for example bandwidth, has a bigger impact that in others.

A common problem in many applications is endpoint contention. A frequently used technique, in codes where each process has several neighbors, is to send the messages by rank order of the destination. The result is that low-ranked processes are overloaded with incoming messages, serializing all their incoming transfers. This also delays senders that get blocked while some of their neighbors are ready to receive. A good practice would be to schedule the communications such that sequences of pairwise exchanges maximize the number of different destinations targeted at each step. The question is how to detect this situation in a program and to quantify its potential severity. One solution is to perform a Dimemas simulation with no network contention and just one output adapter but infinite input adapters per node. In order to focus on the communication impact, very low bandwidth should be used in these simulations (or equivalently one should simulate infinitely fast CPUs). Figure 5.11 shows a timeline of the number of concurrent incoming messages to the different nodes under these simulation conditions for a region of the PEPC code, showing in shaded tone the points in time where a lot of data transfers would be contend for an input adapter.

The above examples show that although no machine can be built with those parameters, the results of the predictions do reflect intrinsic characteristics of the applications, something that we consider more valuable for a developer than the actual performance on a specific machine.

TaskSim is a simulator at the node level for multicore processors being developed at BSC. Starting from Paraver traces of CellSuperscalar (CellSs [50]), for programs running in a current Cell processor, the simulator can predict the behavior of the program in possible future architectures with many more cores, different memory controllers or interleaving of data across DIMMs.

5.6.2 Global Application Characterization

Given that trace-based tools occupy one extreme of the spectrum of performance tools, some ask what the other extreme should look like. Are profilers
FIGURE 5.10: Impact of overhead, bandwidth and contention on WRF (versions ARM, NMM).
today presenting a simple meaningful and abstract view of the performance of our applications? Are the statistics reported by profiler or trace visualizers neat models that clearly focus on the major causes of inefficiency at a very coarse level? Ideally users prefer reports from users to be very concise, understandable and useful, giving clear and correct hints on which directions to focus code optimization.

In [80] we propose a very general model to describe the scalability of an application in terms of general factors or concepts, without requiring deep system knowledge or examining fine details of the application. The efficiency model is multiplicative with factors quantified with a value from zero to one. A high value of the factor means that it is not limiting the efficiency (or scalability) of the application. A low value implies that this factor is responsible for a big degradation in the performance of the application.

The very first model would consider four factors: load balance, communication efficiency, raw core efficiency, and computational complexity. The parallel efficiency of a single run could be described as the product of the first three factors:

$$\eta = LB \times \text{CommEff} \times \text{IPCe}\text{ff}$$

where load balance ($LB$) and communication efficiency ($\text{CommEff}$) are computed from the Gantt diagram in Figure 5.12, which displays one row per process, ranked from highest to lowest computational load. The dark shaded area represents the total computation time of each process ($T_i$), and the lighter shaded areas represent the time spent in MPI by each process.


The different factors in the above formula can be obtained form profile data as follows.

\[ e f f_i = \frac{T_i}{T} \quad (5.1) \]

\[ C o m m E f f = \max(e f f_i) \quad (5.2) \]

\[ L B = \frac{\sum(e f f_i)/P}{\max(e f f_i)} \quad (5.3) \]

The \textit{IPCEff} factor would represent the raw core efficiency during the useful computation (shaded dark in Figure 5.12) and should be normalized to the peak value of the processor. If we are interested only in the parallel efficiency, only the first two terms should be used. If we are interested in using the model to explain the scalability between different runs an additional term should be added to the product representing the computational complexity (in terms of total number of useful instructions) of the algorithm.

The model is based on the aggregated time in each state (useful computation and MPI) and is not able to differentiate whether the possible degradation within the \textit{CommEff} term is actually due to transfer delays or to synchronization. It is in this point where a Dimemas based simulation can help differentiate these two factors as presented in Figure 5.13 and described by the following model:

\[ \eta = L B \times C o m m E f f \times m i c r o L B \times T r a n s f e r \times I P C e f f \quad (5.4) \]

The idea is that a Dimemas simulation with an ideal interconnect (zero overhead in MPI calls and infinite bandwidth) would still have to preserve the synchronizations required by the application and might delay some processes (yellow in Figure 5.13), but still compute the ideal time \((T_{\text{ideal}})\) bellow which the application cannot go.

The term \textit{microLB} may actually represent serialization (i.e., pipeline) or microscopic load imbalance. This situation arises when individual intervals between synchronizing communication phases (typically collectives) are actually imbalanced but the process that arrives late is different every phase, and when aggregating over all phases the total computation time ends up being similar across processes. Of the two indistinguishable causes, it is the most
frequent one in real applications. We call this term the micro load balance factor.

\[ \text{microLB} = \frac{\max(T_i)}{T_{\text{ideal}}} \]  

(5.5)

The gap between \(T_{\text{ideal}}\) and the original application time \(T\) is assigned to the actual data transfer component of MPI calls:

\[ \text{Transfer} = \frac{T_{\text{ideal}}}{T} \]  

(5.6)

\[ \text{FIGURE 5.13: Model including microscopic load balance and serialization.} \]

Figure 5.14 shows the result of such a model when applied to runs of the GROMACS molecular dynamics code at different processor counts. We can see the importance of the different factors and how they vary in a complex code. Sometimes certain factors evolve in directions that compensate others, indicating that the final application performance may be the result of intricate interactions between them.

These models have the very nice property of explaining performance based on very few factors (just three or four numbers), easily understandable by non-expert parallel programmers, and pointing in the right direction to focus optimization efforts. The first model can actually be reported by profiling tools based on instrumentation (and also in an approximate way by those based on sampling) as they already have the information to compute it. The second model requires a trace-based simulation, but is more able to identify the actual cause of possible inefficiency, separating the synchronization and transfer issues. This is important, because the two issues require very different types of tuning.

### 5.6.3 Projection of Metrics

The above modeling focuses on the parallel behavior of the application, but a detailed description of the behavior of the sequential computation bursts is also needed in order to properly understand where to focus the tuning efforts and to determine the potential improvements that can be achieved.

Diving down into instruction or address traces and instruction level sim-
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FIGURE 5.14: Performance factors for GROMACS runs at different processor counts.

The first difficulty has to do with the actual semantics of the available counters in current processors. Hardware counters are an extremely precise mechanism to monitor the aggregate number of events at the microarchitecture level in a given time interval. They were initially introduced by hardware designers mainly for debugging purposes and, as such, the actual events counted are specific to a microarchitecture and are typically not well understood by the majority of application programmers. In heavily out-of-order machines, with lots of speculative execution and where the microarchitecture often has to reissue certain activities several times, the relationship of some of these counts to the sequential algorithm as written by the user is pretty tenuous. The PAPI [65] software tool tries to provide a standardized set of hardware counters meaningful to an analyst. Even in this case, the actual impact of certain hardware counters values on performance is not trivial. For
example, it is clear that a large number of cache misses is, in general, not good, but performance degradation is not merely proportional to this number. The actual degradation depends on the actual distribution in time of the misses (i.e., the cost per miss is lower if several misses are issued in a tight burst than if they are uniformly distributed across the execution), the data layout and contention level. Different machines may have hardware counters that provide hints about such cost (direct measurement in some cases, indirect impact on certain microarchitecture events in others) but properly understanding these effects is far too complicated for a normal user. From our point of view, hardware developers should provide cycles per instruction (CPI) stack models that describe the behavior of a computation burst in terms of the percentage of time lost due to specific factors, such as memory hierarchy stalls, dependences in the arithmetic computations, branch miss speculation, etc. Even approximate, abstract models of this type are often extremely useful for an analyst. An example of one such model is given in [237].

The second difficulty is the limited number of such counters that can be obtained for each individual computation burst. The issue is exemplified also by the previously mentioned CPI Stack model, which requires a very large number of hardware counts in order to properly assign costs to the different factors. This also arises in profile- or trace-based tools. The alternative is either to perform several runs to obtain different counters at each run or to use a statistical multiplexing approach. Both approaches presume that the different runs or intervals will behave the same. These approaches give averaged values for the whole application, without identifying and separating the possibly very different behavior in the application phases. The result is that a lot of the very high-fidelity data supported by the underlying mechanism is lost.

In [220] we used the clustering techniques mentioned in Section 5.5 to precisely characterize the different computation bursts with a single run of the program. The idea is to periodically change the set of hardware counters used, while keeping a few counters common across all sets. We typically use cycles and graduated instructions as the common counters across groups. These counters are then used to cluster all the computation bursts in the trace. Different points in one cluster will thus provide precise counts for different hardware events and thus a global characterization of a cluster can be made. This data can be used not only to provide a very rich set of metrics for the cluster, but also to feed the CPI Stack model mentioned above. Table 5.3 shows an example of the outcome of this process.

5.7 Interoperability

As can be seen just by examining the various chapters of this book, there are a wide variety of performance analysis tools in usage today. Each type
of tool has different characteristics appropriate for different needs. Interoperability between these tools is thus an issue of increasing importance, so that different tools can leverage the capabilities offered by other tools, and so that analysts can combine them in the most appropriate way to address a particular application.

In the following subsections we describe some examples of interoperability between tools.

### 5.7.1 Profile and Trace Visualizers

Profile browsers may be the fastest approach to get a general view of the application behavior and navigate through averaged statistics. Trace-based tools are extremely useful for detailed analyses.

It is typical for profile tools to provide links to program code editors, so that metrics can be correlated to the source code to which they correspond. As shown on the top of Figure 5.15, this connection can take place in both directions (selecting a section of source code highlights its statistics or vice versa). Another, less common, requirement is to provide links from the profile to a trace visualizer. Figure 5.16 shows the graphical user interface (GUI) for the integration between Peekperf, a profile visualizer from IBM, and Paraver. A user examining profile data might think that more detailed statistics, histograms or time distributions may help understand the profile numbers. If so, it is possible for the profile GUI to select a user function or MPI call and instruct Paraver to produce pop-up views, such as showing the sequence of invocations of the specific routine or the histogram of its duration.

Such facilities can be implemented as follows. The actual profile data in the format required by peekperf (.viz xml file) is generated by a set of utilities

---

**TABLE 5.3: Example set of metrics obtainable from a single run**

<table>
<thead>
<tr>
<th>Category</th>
<th>Metric</th>
<th>Cluster #1</th>
<th>Cluster #2</th>
<th>Cluster #3</th>
<th>Cluster #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>% of Time</td>
<td>46.30</td>
<td>31.15</td>
<td>15.31</td>
<td>4.86</td>
</tr>
<tr>
<td>Performance</td>
<td>IPC</td>
<td>0.64</td>
<td>0.73</td>
<td>0.80</td>
<td>0.98</td>
</tr>
<tr>
<td>Performance</td>
<td>MIPs</td>
<td>1445</td>
<td>1645</td>
<td>1809</td>
<td>2215</td>
</tr>
<tr>
<td>Performance</td>
<td>Mem. BW (Mbyte/s)</td>
<td>39.6</td>
<td>2</td>
<td>7</td>
<td>15.3</td>
</tr>
<tr>
<td>Performance</td>
<td>L2 load BW (Mbyte/s)</td>
<td>1252</td>
<td>172</td>
<td>325</td>
<td>897</td>
</tr>
<tr>
<td>Program</td>
<td>Computation intensity</td>
<td>0.74</td>
<td>0.65</td>
<td>0.63</td>
<td>0.75</td>
</tr>
<tr>
<td>Program</td>
<td>Memory Mix (%)</td>
<td>31.6</td>
<td>36.0</td>
<td>37.3</td>
<td>33.5</td>
</tr>
<tr>
<td>Program</td>
<td>Floating point Mix (%)</td>
<td>12.4</td>
<td>18.2</td>
<td>18.1</td>
<td>18.6</td>
</tr>
<tr>
<td>Program</td>
<td>% of FMAAs</td>
<td>97.5</td>
<td>39.8</td>
<td>65.8</td>
<td>67.5</td>
</tr>
<tr>
<td>Architecture</td>
<td>% instr. completed</td>
<td>39.3</td>
<td>36.8</td>
<td>36.9</td>
<td>43.4</td>
</tr>
<tr>
<td>Architecture</td>
<td>L1 misses/Kinstr</td>
<td>10.6</td>
<td>1.1</td>
<td>1.4</td>
<td>3.1</td>
</tr>
<tr>
<td>Architecture</td>
<td>L2 misses/Kinstr</td>
<td>0.21</td>
<td>0.01</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>Architecture</td>
<td>Memory B/F</td>
<td>0.15</td>
<td>0.01</td>
<td>0.03</td>
<td>0.08</td>
</tr>
<tr>
<td>Architecture</td>
<td>nb. loads/stores per TLB miss</td>
<td>176864</td>
<td>665477</td>
<td>143044</td>
<td>301401</td>
</tr>
<tr>
<td>Architecture</td>
<td>Total Mbytes from Memory</td>
<td>124.0</td>
<td>11.5</td>
<td>10.6</td>
<td>0.3</td>
</tr>
</tbody>
</table>
FIGURE 5.15: Interaction between profile, source code, and trace visualizers.

from a Paraver trace. Besides the profile data, these utilities inject into the .viz file information that will let the profile visualizer drive a Paraver version that accepts commands form another application.

The approach implemented in Kojak takes note of where in the timeline some of the metrics (e.g., late sender) have a significant contribution and is able to direct Vampir or Paraver to produce a pop-up view zoomed into that specific area.

5.7.2 Visualizers and Simulators

We have already mentioned that Paraver traces can be converted to the Dimemas format, and the result of the simulation is another trace that can
be compared to the original one. Although the two different tools are quite different, this tight integration between them provides many analysis capabilities.

The first study supported by this environment is to check whether the prediction for the nominal parameters of the architecture matches the real behavior. This matching is often quite accurate. If a mismatch is detected, the environment has the potential to search for the actual cause by detailed analyses of both the original and Dimemas generated trace, but also by performing simulations with different parameters. One possible cause of mismatches are preemptions within the MPI calls in the actual run. By examining the cycles per microsecond view of the original run, Paraver can validate or negate this hypothesis. Another possible cause is contention within the MPI calls in the actual application run. Varying the parameters of the model such as contention and comparing to the real elapsed time is one way to estimate the actual level of network contention, something that cannot be measured solely from the original trace.

An interesting example of mismatch between the Dimemas simulation and the real run occurred very early in the validation process of Dimemas. We tried to determine the range of overhead and bandwidth parameters that would properly reconstruct (within 5% of their real duration) the behavior of several Pallas MPI benchmarks (now known as the Intel MPI Benchmarks) on a shared memory machine. Unfortunately the ranges of proper overhead and bandwidth figures did not overlap for the different benchmarks until the connection between the node and the network was modeled by a single half duplex link. Certainly this model did not match the low-level hardware, capable of simultaneously performing bidirectional transfers. What initially looked rather strange in the end was totally reasonable, as in a shared memory implementation the actual data transfer from user to system or destination buffers is done by program, and thus only one transfer at a time takes place.

The network model of Dimemas is quite abstract, capturing only the major conceptual factors that impact application performance. This makes it possible to rapidly run many parametric simulations with the objective of understanding the general characteristics of applications and their sensitiveness to these factors. Dimemas is thus not aimed at extremely detailed evaluation of the internals of interconnection network designs. In order to perform such architectural studies, we have implemented an application programmer interface (API) to a detailed network simulator by IBM [239] called Venus. Dimemas provides the trace parsing, MPI reply and Paraver trace generation functionalities, while the detailed data transfers through the network are simulated by Venus. These simulations can be extremely precise but are always rather slow and thus cannot be effectively applied to huge traces. It is actually desirable to use the capability of Paraver to manipulate and cut traces isolating the basic communication phases.
5.7.3 Interoperation between Visualizers

Even within a given area (i.e., profile visualizers, instrumentation and trace visualizers), different tools may have particular specializations and may provide specific mechanisms to share data. This can be handled by means of standardized interchange formats or by implementing translators. Such interoperation capabilities are increasingly available. For example, interoperation capabilities between environments such as Kojak, Vampir, and Paraver are either already in place or under development.

5.8 The Future

In this chapter we tried to show how traces have been used to understand the behavior of programs. The general approach has always been to blindly obtain a trace and then patiently browse it with a flexible visualizer in order to squeeze the information in it. The process has led to the identification of techniques to help improve the scalability of the trace-based approach itself and to better understand the type of automatic analyses that provide more abstract and useful information than the raw data. Thus the real underlying progress in better understanding how to process the raw data is to maximize the ratio of the information to the amount of data delivered to the analyst.

Many of the techniques described in this chapter are ready to be integrated in an online environment. The objective is to let the online analysis system to detect the iterative structure of the application, and directly emit a clustered trace of just one (or a few) periods as well as scatter plots, detailed CPIStack models and a wide range of statistics for each of the clusters.

The online application of basic techniques has required additional research on appropriate mechanisms to reduce the clustering cost at scale. The current approach is based on selecting a subset of all computation bursts for the actual clusterization plus classification techniques to determine the cluster each burst belongs to. Of the several potential approaches to select the data to be used in the actual clusterization, the most promising one is to select all bursts from some processes and a random sample of individual bursts from other processes. The clustering process is periodically applied to the data being stored in circular buffers at the application nodes. Additionally, a mechanism to compare the similarity of successive clustering results is used to detect that the application is in a stationary regime, so that the result for it can be emitted.

The scalable infrastructure on which we are applying these techniques is MRNET [286]. The intermediate nodes in the tree structure can be used, for example, to filter data as it proceeds towards the root node where the clustering is applied. On the way back from the root note, the classification
phase can be performed and the result merged with the raw data for the selected region of the circular buffer.

In some sense, this is quite similar to approaches used in other areas of observational science, where a huge amount of raw data can be generated, but only summarized data is actually collected for further processing and archiving. If some interesting situation is observed by such continuous monitoring, the sensors still have a significant amount of buffered raw data that can then be kept for detailed analysis.

Although great challenges lie ahead of us in the multicore and exascale systems, we believe that performance tools under development will be able to handle them by integrating several different approaches to performance analysis. It is our belief that trace-based tools will always be an important component of such integrated environments, assisting in the detailed analyses of the difficult cases, addressing variance issues and guiding the process of identification of relevant metrics and techniques to be used in automatic environments, both online and offline. Of course, there is still a need to improve current techniques and propose new ones, but we believe that the evolution in the recent past allows us to be optimistic about the future.
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6.1 Introduction

After a decade where high-end computing was dominated by the rapid pace of improvements to CPU frequencies, the performance of next-generation supercomputers is increasingly differentiated by varying interconnect designs and levels of integration. Understanding the tradeoffs of these system designs is a key step towards making effective petascale computing a reality. In this work, we conduct an extensive performance evaluation of five key scientific application areas: plasma micro-turbulence, quantum chromodynamics, micro-finite-element solid mechanics, supernovae, and general relativistic astrophysics that use a variety of advanced computation methods, including adaptive mesh refinement, lattice topologies, particle in cell, and unstructured finite elements. Scalability results and analysis are presented on three current high-end HPC systems, the IBM Blue Gene/P at Argonne National Laboratory, the Cray XT4 and the Berkeley Laboratory’s NERSC Center, and an Intel Xeon cluster at Lawrence Livermore National Laboratory. In this chapter, we present each code as a section, where we describe the application, the parallelization strategies, and the primary results on each of the three platforms. Then we follow with a collective analysis of the codes performance and make concluding remarks.

6.2 HPC Platforms and Evaluated Applications

In this section we outline the architecture of the systems used in this chapter. We have chosen three three architectures which are often deployed
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At high-performance computing installations, the Cray XT, IBM BG/P, and an Intel/Infiniband cluster. As the CPU and node architectures are fully described in Chapter 13, we confine ourselves here to a description of the interconnects. In selecting the systems to be benchmarked, we have attempted to cover a wide range of systems having different interconnects. The Cray XT is designed with tightly integrated node and interconnect fabric. Cray have opted to design a custom network ASIC and messaging protocol and couple this with a commodity AMD processor. In contrast, the Intel/IB cluster is assembled from off the shelf high-performance networking components and Intel server processors. The final system, BG/P, is custom designed for processor, node and interconnect with power efficiency as one of the primary goals. Together these represent the most common design trade-offs in the high performance computing arena. Table 6.1 shows the size and topology of the three system interconnects.

**TABLE 6.1:** Highlights of architectures and file systems for examined platforms. All bandwidth figures are in Gbyte/s. “MPI Bandwidth” uses unidirectional MPI benchmarks to exercise the fabric between nodes with 0.5 Mbyte messages.

<table>
<thead>
<tr>
<th>System Name</th>
<th>Processor Architecture</th>
<th>Interconnect</th>
<th>Total Nodes</th>
<th>MPI Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Franklin</td>
<td>Opteron</td>
<td>Seastar2+/3D Torus</td>
<td>9660</td>
<td>1.67</td>
</tr>
<tr>
<td>Intrepid</td>
<td>BG/P</td>
<td>3D Torus/Fat Tree</td>
<td>40960</td>
<td>1.27</td>
</tr>
<tr>
<td>Hyperion</td>
<td>Xeon</td>
<td>Infiniband 4×DDR</td>
<td>576</td>
<td>0.37</td>
</tr>
</tbody>
</table>

**Franklin: Cray XT4:** Franklin, a 9660 node Cray XT4 supercomputer, is located at Lawrence Berkeley National Laboratory (LBNL). Each XT4 node contains a quad-core 2.3 GHz AMD Opteron processor, which is tightly integrated to the XT4 interconnect via a Cray SeaStar2+ ASIC through a HyperTransport 2 interface capable of capable of 6.4 Gbyte/s. All the SeaStar routing chips are interconnected in a 3D torus topology with each link is capable of 7.6 Gbyte/s peak bidirectional bandwidth, where each node has a direct link to its six nearest neighbors. Typical MPI latencies will range from 4 − 8μs, depending on the size of the system and the job placement.

**Intrepid: IBM BG/P:** Intrepid is a BG/P system located at Argonne National Labs (ANL) with 40 racks of 1024 nodes each. Each BG/P node has four PowerPC 450 CPUs (0.85 GHz) and 2 Gbyte of memory. BG/P implements three high-performance networks: a 3D torus with a peak bandwidth of 0.4 Gbyte/s per link (6 links per node) for point to point messaging; a collectives network for broadcast and reductions with 0.85 Gbyte/s per link (3 links per node); and a network for a low-latency global barrier. Typical MPI latencies will range from 3-10μs, depending on the size of the system and the job placement.
Hyperion: Intel Xeon Cluster: The Hyperion cluster, located at Lawrence Livermore National Laboratory (LLNL), is composed of four scalable units, each consisting of 134 dual-socket nodes utilizing 2.5 GHz quad-core Intel Harpertown processors. The nodes within a scalable unit are fully connected via a 4× IB DDR network with an peak bidirectional bandwidth of 2.0 Gbyte/s. The scalable units are connected together via spine switches providing full bisection bandwidth between scalable units. Typical MPI latencies will range from $2 - 5 \mu s$, depending on the size of the system and the job placement.

The applications chosen as benchmarks come from diverse scientific domains and employ quite different numerical algorithms and are summarized in Table 6.2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Code Lines</th>
<th>Discipline</th>
<th>Computational Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTC</td>
<td>15,000</td>
<td>Magnetic Fusion</td>
<td>Particle/Grid</td>
</tr>
<tr>
<td>OLYMPUS</td>
<td>30,000</td>
<td>Solid Mechanics</td>
<td>Unstructured FE</td>
</tr>
<tr>
<td>CARPET</td>
<td>500,000</td>
<td>Relativistic Astrophysics</td>
<td>AMR/Grid</td>
</tr>
<tr>
<td>CASTRO</td>
<td>300,000</td>
<td>Compressible Astrophysics</td>
<td>AMR/Grid</td>
</tr>
<tr>
<td>MILC</td>
<td>60,000</td>
<td>Quantum Chromodynamics</td>
<td>Lattice</td>
</tr>
</tbody>
</table>

6.3 GTC: Turbulent Transport in Magnetic Fusion

6.3.1 Gyrokinetic Toroidal Code

The Gyrokinetic Toroidal Code (GTC) is a 3D particle-in-cell (PIC) code developed to study the turbulent transport properties of tokamak fusion devices from first principles [216, 217]. The current production version of GTC scales extremely well with the number of particles on the largest systems available. It achieves this by using multiple levels of parallelism: a 1D domain decomposition in the toroidal dimension (long way around the torus geometry), a multi-process particle distribution within each one of these toroidal domains, and a loop-level multitasking implemented with OpenMP directives. The 1D domain decomposition and particle distribution are implemented with MPI using two different communicators: a toroidal communicator to move particles from one domain to another, and an intra-domain communicator to gather the contribution of all the particles located in the same domain. Communication involving all the processes is kept to a minimum. In the PIC method, a grid-based field is used to calculate the interaction between the charged par-
particles instead of evaluating the $N^2$ direct binary Coulomb interactions. This field is evaluated by solving the gyrokinetic Poisson equation \cite{210} using the particles’ charge density accumulated on the grid. The basic steps of the PIC method are: (i) Accumulate the charge density on the grid from the contribution of each particle to its nearest grid points. (ii) Solve the Poisson equation to evaluate the field. (iii) Gather the value of the field at the position of the particles. (iv) Advance the particles by one time step using the equations of motion (“push” step). The most time-consuming steps are the charge accumulation and particle “push,” which account for about 80\% to 85\% of the time as long as the number of particles per cell per process is about two or greater.

In the original GTC version described above, the local grid within a toroidal domain is replicated on each MPI process within that domain and the particles are randomly distributed to cover that whole domain. The grid work, which comprises of the field solve and field smoothing, is performed redundantly on each of these MPI processes in the domain. Only the particle-related work is fully divided between the processes. This has not been an issue until recently due to the fact that the grid work is small when using a large number of particles per cell. However, when simulating very large fusion devices, such as the international experiment ITER \cite{181}, a much larger grid must be used to fully resolve the microturbulence physics, and all the replicated copies of that grid on the processes within a toroidal domain make for a proportionally large memory footprint. With only a small amount of memory left on the system’s nodes, only a modest amount of particles per cell per process can fit. This problem is particularly severe on the IBM Blue Gene system where the amount of memory per core is small. Eventually, the grid work starts dominating the calculation even if a very large number of processor cores is used.

The solution to our non-scalable grid work problem was to add another level of domain decomposition to the existing toroidal decomposition. Although one might think that a fully 3D domain decomposition is the ideal choice, the dynamics of magnetically confined charged particles in tokamaks tells us otherwise. The particle motion is very fast in both the toroidal and poloidal (short way around the torus) directions, but is fairly slow in the radial direction. In the toroidal direction, the domains are large enough that only 10\% of the particles on average leave their domain per time step in spite of their high velocities. Poloidal domains would end up being much smaller, leading to a high level of communication due to a larger percentage of particles moving in and out of the domains at each step. Furthermore, the poloidal grid points are not aligned with each other in the radial direction, which makes the delineation of the domains a difficult task. The radial grid, on the other hand, has the advantage of being regularly spaced and easy to split into several domains. The slow average velocity of the particles in that direction insures that only a small percentage of them will move in and out of the domains per time step, which is what we observe.
One disadvantage, however, is that the radial width of the domains needs to decrease with the radius in order to keep a uniform number of particles in each domain since the particles are uniformly distributed across the whole volume. This essentially means that each domain will have the same volume but a different number of grid points. For a small grid having a large number of radial domains, it is possible that a domain will fall between two radial grid points. Another disadvantage is that the domains require a fairly large number of ghost cells, from three to eight on each side, depending on the maximum velocity of the particles. This is due to the fact that our particles are not point particles but rather charged “rings,” where the radius of the ring corresponds to the Larmor radius of the particle in the magnetic field. We actually follow the guiding center of that ring as it moves about the plasma, and the radius of the ring changes according to the local value of the magnetic field. A particle with a guiding center sitting close to the boundary of its radial domain can have its ring extend several grid points outside of that boundary. We need to take that into account for the charge deposition step since we pick four points on that ring and split the charge between them [210]. As for the field solve for the grid quantities, it is now fully parallel and implemented with the Portable, Extensible Toolkit for Scientific Computation (PETSc) [272].

Overall, the implementation of the radial decomposition in GTC resulted in a dramatic increase in scalability for the grid work and decrease in the memory footprint of each MPI process. We are now capable of carrying out an ITER-size simulation of 130 million grid points and 13 billion particles using 32,768 cores on the BG/P system, with as little as 512 Mbytes per core. This would not have been possible with the old algorithm due to the replication of the local poloidal grid (2 million points).

6.4 GTC Performance

Figure 6.1 shows a weak scaling study of the new version of GTC on Franklin, Intrepid, and Hyperion. In contrast with previous scaling studies that were carried out with the production version of GTC and where the computational grid was kept fixed [264, 265], the new radial domain decomposition in GTC allows us to perform a true weak scaling study where both the grid resolution and the particle number are increased proportionally to the number of processor cores. In this study, the 128-core benchmark uses 0.52 million grid points and 52 million particles while the 131,072-core case uses 525 million grid points and 52 billion particles. This spans three orders of magnitude in computational problem size and a range of fusion toroidal devices from a small laboratory experiment of 0.17 m in minor radius to an ITER-size device of 2.7 m, and to even twice that number for the 131,072-core test parameters. A doubling of the minor radius of the torus increases its vol-
FIGURE 6.1: GTC weak scaling, showing minimum and maximum times, on the (a) Franklin XT4, (b) Intrepid BG/P, and (c) Hyperion Xeon systems. The total number of particles and grid points are increased proportionally to the number of cores, describing a fusion device the size of ITER at 32,768 cores.

ume by eight if the aspect ratio is kept fixed. The Franklin Cray XT4 numbers stop at the ITER-size case on 32,768 cores due to the number of processors available on the system although the same number of cores can easily handle...
the largest case since the amount of memory per core is much larger than on BG/P. The concurrency on Hyperion stops at 2048, again due to the limited number of cores on this system. It is worth mentioning that we did not use the shared-memory OpenMP parallelism in this study although it is available in GTC.

The results of the weak scaling study are presented as area plots of the wall clock times for the main steps in the time-advanced loop as the number of cores increases from 128 to 32,768 in the case of the XT4, from 128 to 131,072 for the BG/P, and from 128 to 2048 for Hyperion. The main steps of the time loop are: accumulating the particles’ charge density on the grid ("charge" step, memory scatter), solving the Poisson equation on the grid ("solve" step), smoothing the potential ("smooth" step), evaluating the electric field on the grid ("field" step), advancing the particles by one time step ("push" phase including field gather), and finally, moving the particles between processes ("shift").

The first thing we notice is that the XT4 is faster than the other two systems for the same number of cores. It is about 30% faster than Hyperion up to the maximum of 2048 cores available on that system. Compared to BG/P, Franklin is four times faster at low core count but that gap decreases to 2.4 times faster at 32,768 cores. This clearly indicates that the new version of GTC scales better on BG/P than Franklin, a conclusion that can be readily inferred visually from the area plots. The scaling on BG/P is impressive and shows the good balance between the processor speed and the network speed. Both the "charge" and "push" steps have excellent scaling on all three systems as can be seen from the nearly constant width of their respective areas on the plots although the "charge" step starts to increase at large processor count. The "shift" step also has very good scaling but the "smooth" and "field" steps account for the largest degradation in the scaling at high processor counts. They also account for the largest differences between the minimum and maximum times spent by the MPI tasks in the main loop as can be seen by comparing the left (minimum times) and right (maximum times) plots for each system. These two steps hardly show up on the plots for the minimum times while they grow steadily on the plots for the maximum times. They make up for most of the unaccounted time on the minimum time plots, which shows up as "Other." This indicates a growing load imbalance as the number of processor-cores increases. We note that the "push" "charge" and "shift" steps involve almost exclusively particle-related work while "smooth" and "field" involve only grid-related work.

One might conclude that heavy communication is responsible for most of the load imbalance but we think otherwise due to the fact that grid work seems to be the most affected. We believe that the imbalance is due to a large disparity in the number of grid points handled by the different processes at high core count. It is virtually impossible to have the same number of particles and grid points on each core due to the toroidal geometry of the computational volume and the radially decomposed domains. Since we require a uniform density of grid points on the cross-sectional planes, this translates
to a constant arc length (and also radial length) separating adjacent grid points, resulting in less points on the radial surfaces near the center of the circular plane compared to the ones near the outer boundary. Furthermore, the four-point average method used for the charge accumulation requires six to eight radial ghost surfaces on each side of the radial zones to accommodate particles with a large Larmor radius. For large device sizes, this leads to large differences in the total number of grid points that the processes near the outer boundary have to handle compared to the processes near the center. Since the particle work accounts for 80%-90% of the computational work, as shown by the sum of the “push” “charge” and “shift” steps in the area plots, it is more important to have the same number of particles in each radial domain rather than the same number of grid points. The domain decomposition in its current implementation thus targets a constant average number of particles during the simulation rather than a constant number of grid points since both cannot be achieved simultaneously. It should be said, however, that this decomposition has allowed GTC to simulate dramatically larger fusion devices on BG/P and that the scaling still remains impressive.

The most communication intensive routine in GTC is the “shift” step, which moves the particles between the processes according to their new locations after the time advance step. By looking at the plots of wall clock times for the three systems we immediately see that BG/P has the smallest ratio of time spent in “shift” compared to the total loop time. This translates to the best compute to communication ratio, which is to be expected since BG/P has the slowest processor of the three systems. Hyperion, on the other hand, delivered the highest ratio of time spent in “shift,” indicating a network performance not as well balanced to its processor speed than the other two systems. In terms of raw communication performance, the time spent in “shift” on the XT4 is about half of that on the BG/P at low core count. At high processor count, the times are about the same. It is worth noting that on 131,072 cores on BG/P, process placement was used to optimize the communications while this was not yet attempted on Franklin at 32,768 cores.

### 6.5 OLYMPUS: Unstructured FEM in Solid Mechanics

*Olympus* is a finite element solid mechanics application that is used for, among other applications, micro-FE bone analysis [20, 45, 219]. Olympus is a general purpose, parallel, unstructured finite element program and is used to simulate bone mechanics via micro-FE methods. These methods generate finite element meshes from micro-CT data that are composed of voxel elements and accommodate the complex micro architecture of bone in much the same way as pixels are used in a digital image. Olympus is composed of a parallelizing finite element module *Athena*. Athena uses the parallel graph
partitioner ParMetis [186] to construct a sub-problem on each processor for a serial finite element code \textit{FEAP} [131]. Olympus uses a parallel finite element object \textit{pFEAP}, which is a thin parallelizing layer for \textit{FEAP}, that primarily maps vector and matrix quantities between the local \textit{FEAP} grid and the global Olympus grid. Olympus uses the parallel algebraic multigrid linear solver \textit{Prometheus}, which is built on the parallel numerical library \textit{PETSc} [43]. Olympus controls the solution process including an inexact Newton solver and manages the database output (SILO from LLNL) to be read by a visualization application (eg, \textit{VISIT} from LLNL). Figure 6.2 shows a schematic representation of this system.

The finite element input file is read, in parallel, by Athena which uses ParMetis to partition the finite element graph. Athena generates a complete finite element problem on each processor from this partitioning. The processor sub-problems are designed so that each processor computes all rows of the stiffness matrix and entries of the residual vector associated with vertices that have been partitioned to the processors. This eliminates the need for communication in the finite element operator evaluation at the expense of a small amount of redundant computational work. Given this sub-problem
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and a small global text file with the material properties, FEAP runs on each processor much as it would in serial mode; in fact FEAP itself has no parallel constructs but only interfaces with Olympus through the pFEAP layer.

Explicit message passing (MPI) is used for performance and portability and all parts of the algorithm have been parallelized for scalability. Hierarchical platforms, such as multi and many core architectures, are the intended target for this project. Faster communication within a node is implicitly exploited by first partitioning the problem onto the nodes, and then recursively calling Athena to construct the subdomain problem for each core. This approach implicitly takes advantage of any increase in communication performance within the node, though the numerical kernels (in PETSc) are pure MPI, and provides for good data locality.

6.5.1 Prometheus: Parallel Algebraic Multigrid Solver

The largest portion of the simulation time for these micro-FE bone problems is spent in the unstructured algebraic multigrid linear solver Prometheus. Prometheus is equipped with three multigrid algorithms, has both additive and (true) parallel multiplicative smoother preconditioners (general block and nodal block versions) [19], and several smoothers for the additive preconditioners (Chebyshev polynomials are used in this study [21]).

Prometheus has been optimized for ultra-scalability, including two important features for complex problems using many processors [20]: (1) Prometheus repartitions the coarse grids to maintain load balance and (2) the number of active processors, on the coarsest grids, is reduced to keep a minimum of a few hundred equations per processor. Reducing the number of active processors on coarse grids is all but necessary for complex problems when using tens or hundreds of thousands of cores, and is even useful on a few hundred cores. Repartitioning the coarse grids is important for highly heterogeneous topologies because of severe load imbalances that can result from different coarsening rates in different domains of the problem. Repartitioning is also important on the coarsest grids when the number of processors are reduced because, in general, the processor domains become fragmented which results in large amounts of communication in the solver.

6.5.2 Olympus Performance

This section investigates the performance of our project with geometrically nonlinear micro-FE bone analyses. The runtime cost of our analyses can be segregated into five primary sections: (i) Athena parallel FE mesh partitioner; (ii) linear solver mesh setup (construction of the coarse grids); (iii) FEAP element residual, tangent, and stress calculations; (iv) solver matrix setup (coarse grid operator construction); and finally (v) the solve for the solution.

This study uses a preconditioned conjugate gradient solver—preconditioned with one multigrid V-cycle. The smoothed aggregation multigrid method is
used with a second order Chebyshev smoother [21]. Four meshes of this vertebral body are analyzed with discretization scales \( (h) \) ranging from 150 microns to 30 microns. Pertinent mesh quantities are shown in Table 6.3. The bone tissue is modeled as a finite deformation (neo-Hookean) isotropic elastic material with a Poisson’s ratio of 0.3. All elements are geometrically identical trilinear hexahedra (eight-node bricks). The models are analyzed with displacement control and one solve (i.e., just the first step of the Newton solver). A scaled speedup study is conducted on each architecture with the number of cores listed in Table 6.3. Note, the iteration counts vary by as much as 10% in this data due to the non-deterministic nature of the solver, and the fact that the physical domain of each test case is not exactly the same due to noise in the CT data and inexact meshing. In particular, the second test problem (120 \( \mu m \)) always requires a few more iterations to converge.

This weak scaling study is designed to keep approximately the same average number of equations per node/core. Note, a source of growth in the solution time on larger problems is an increase in the number of flops per iteration per fine grid node. This is due to an increase in the average number non-zeros per row which in turn is due to the large ratio of volume to surface area in the vertebral body problems. These vertebral bodies have a large amount of surface area and, thus, the low resolution mesh (150 \( \mu m \)) has a large ratio of surface nodes to interior nodes. As the mesh is refined the ratio of interior nodes to surface nodes increases, resulting in, on average, more non-zeros per row—from 50 on the smallest version to 68 on the largest. Additionally, the complexity of the construction of the coarse grids in smoothed aggregation has the tendency to increase in fully 3D problems. As this problem is refined, the meshes become more fully 3D in nature—resulting in grids with more non-zeros per row and higher complexities—this would not be noticeable with a fully 3D problem like a cube. Thus, the flop rates are a better guide as to the scalability of the code and scalability of each machine.

Figure 6.3(a) shows the total flop rate of the solve phase and the matrix setup phase (the two parts of the algorithm that are not amortized in a full Newton nonlinear solve) on the Cray XT4 Franklin at NERSC. This shows very good parallel efficiency from 48 to just under 4K cores and much higher flop rates for the matrix setup. The matrix setup uses small dense matrix

<table>
<thead>
<tr>
<th>( h (\mu m) )</th>
<th>150</th>
<th>120</th>
<th>40</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td># degrees of freedom ( \left(10^9\right) )</td>
<td>7.4</td>
<td>13.5</td>
<td>237</td>
<td>537</td>
</tr>
<tr>
<td># of elements ( \left(10^9\right) )</td>
<td>1.08</td>
<td>2.12</td>
<td>57</td>
<td>135</td>
</tr>
<tr>
<td># of compute cores used</td>
<td>48</td>
<td>184</td>
<td>1696</td>
<td>3840</td>
</tr>
<tr>
<td># of solver iterations (Franklin)</td>
<td>27</td>
<td>38</td>
<td>26</td>
<td>23</td>
</tr>
</tbody>
</table>
matrix multiplies (BLAS3) in its kernel which generally run faster than the dense matrix vector multiplies (BLAS2) in the kernel of the solve phase. Figure 6.3(b) shows the times for the major components of a run with one linear solver on the Cray XT4. This data shows, as expected, good scalability (i.e., constant times as problem size and processor counts are scaled up).

Figure 6.3(c) shows the flop rates for the solve phase and the matrix setup
phase on the Xeon cluster Hyperion at LLNL. Again, we see much higher flop rates for the matrix setup phase and the solve phase is scaling very well up to about 4K processors, but we do observe some degradation the performance of the matrix setup on larger processor counts. This is due to the somewhat complex communication patterns required for the matrix setup as the fine grid matrix (source) and the course grid matrix (product) are partitioned separately and load balancing becomes more challenging because the work per processor is not strictly proportional to the number of vertices on that processor. Figure 6.3(d) shows the times for the major components of one linear solver on Hyperion. This data shows that matrix setup phase is running fast relative to the solve phase (relatively faster than on the Cray) and the AMG setup phase is slowing down on the larger processor counts. Overall the Hyperion data shows that communication fabric is not as good as the Cray’s given that tasks with complex communication requirements are not scaling as well on Hyperion as on the XT4.

Figure 6.3(e) shows the flop rates for the solve phase and the matrix setup phase on the IBM BG/P Intrepid at ANL. Figure 6.3(f) shows run times for the solve phase and the matrix setup phase on the BG/P. Note, the scaling study on the BG/P uses four times as many cores as the other two tests, due to lack of memory. Additionally, we were not able to run the largest test case due to lack of memory. These are preliminary results in that we have not addressed some serious performance problems that we are observing on the IBM. First we have observed fairly large load imbalance of about 30%. This imbalance is partially due to the larger amount of parallelism demanded by the BG/P (i.e., we have four times as many MPI processes as on the other systems). We do observe good efficiency in the solve phase but we see significant growth in the matrix setup phase. We speculate that this is due to load imbalance issues. Thus, we are seeing good scalability in the actual solve phase of the solver but we are having problems with load balance and performance on the setup phases of the code. This will be the subject of future investigation.

6.6 Carpet: Higher-Order AMR in Relativistic Astrophysics

6.6.1 The Cactus Software Framework

Cactus [72, 151] is an open-source, modular, and portable programming environment for collaborative HPC computing. It was designed and written specifically to enable scientists and engineers to develop and perform the large-scale simulations needed for modern scientific discovery across a broad range of disciplines. Cactus is used by a wide and growing range of applications, prominently including relativistic astrophysics, but also in-
Large-Scale Numerical Simulations on High-End Computational Platforms

including quantum gravity, chemical engineering, lattice Boltzmann Methods, econometrics, computational fluid dynamics, and coastal and climate modeling [33, 74, 116, 189, 193, 224, 285, 323]. The influence and success of Cactus in high performance computing was recognized with the IEEE Sidney Fernbach prize, which was awarded to Edward Seidel at Supercomputing 2006.

Among the needs of the Cactus user community have been ease of use, portability, support of large and geographically diverse collaborations, and the ability to handle enormous computing resources, visualization, file I/O, and data management. Cactus must also support the inclusion of legacy code, as well as a range of programming languages. Some of the key strengths of Cactus have been its portability and high performance, which led to it being chosen by Intel to be one of the first scientific applications deployed on the IA64 platform, and Cactus’s widespread use for benchmarking computational architectures. For example, a Cactus application was recently benchmarked on the IBM Blue Gene/P system at ANL and scaled well up to 131,072 processors.

Cactus is a so-called “tightly coupled” framework; Cactus applications are single executables that are intended to execute within one supercomputing system. Cactus components (called thorns) delegate their memory management, parallelism, and I/O to a specialized driver component. This architecture enables highly efficient component coupling with virtually no overhead.

The framework itself (called flesh) does not implement any significant functionality on its own. It rather offers a set of well-designed APIs which are implemented by other components. The specific set of components which are used to implement these can be decided at run time. For example, these APIs provide coordinate systems, generic interpolation, reduction operations, hyperslabbing, and various I/O methods, and more.

6.6.2 Computational Infrastructure: Mesh Refinement with Carpet

Carpet [9, 291] is an adaptive mesh refinement (AMR) driver for the Cactus framework. Carpet is a driver for Cactus, providing adaptive mesh refinement, memory management for grid functions, efficient parallelization, and I/O. Carpet provides spatial discretization based on highly efficient block-structured, logically Cartesian grids. It employs a spatial domain decomposition using a hybrid MPI/OpenMP parallelism. Time integration is performed via the recursive Berger-Oliger AMR scheme [52], including subcycling in time. In addition to mesh refinement, Carpet supports multi-patch systems [115, 290, 392] where the domain is covered by multiple, possibly overlapping, distorted, but logically Cartesian grid blocks.

Cactus parallelizes its data structures on distributed memory architectures via spatial domain decomposition, with ghost zones added to each MPI process’ part of the grid hierarchy. Synchronization is performed automatically, based on declarations for each routine specifying variables it modifies, instead of via explicit calls to communication routines.
Higher order methods require a substantial amount of ghost zones (in our case, three ghost zones for fourth order accurate, upwinding differencing stencils), leading to a significant memory overhead for each MPI process. This can be counteracted by using OpenMP within a multi-core node, which is especially attractive on modern systems with eight or more cores per node; all performance critical parts of Cactus support OpenMP. However, non-uniform memory access (NUMA) systems require care in laying out data structures in memory to achieve good OpenMP performance, and we are therefore using a combination of MPI processes and OpenMP threads on such systems.

We have recently used Kranc [6, 177, 208] to generate a new Einstein solver McLachlan [62, 233]. Kranc is a Mathematica-based code generation system that starts from continuum equations in Mathematica notation, and automatically generates full Cactus thorns after discretizing the equations. This approach shows a large potential, not only for reducing errors in complex systems of equations, but also for reducing the time to implement new discretization methods such as higher-order finite differencing or curvilinear coordinate systems. It furthermore enables automatic code optimizations at a very high level, using domain-specific knowledge about the system of equations and the discretization method that is not available to the compiler, such as cache or memory hierarchy optimizations or multi-core parallelization. Such optimizations are planned for the future.

Section 6.7 below describes CASTRO, an AMR infrastructure using a similar algorithm. We also briefly compare both infrastructures there.

### 6.6.3 Carpet Benchmark

The Cactus-Carpet benchmark solves the Einstein equations, i.e., the field equations of General Relativity, which describe gravity near compact objects such as neutron stars or black holes. Far away from compact objects, the Einstein equations describe gravitational waves, which are expected to be detected by ground-based and space-based detectors such as LIGO [7], GEO600 [4], and LISA [8] in the coming years. This detection will have groundbreaking effects on our understanding, and open a new window onto the universe [334].

We use the BSSN formulation of the Einstein equations as described e.g. in [26, 27], which is a set of 25 coupled second-order non-linear partial differential equations. In this benchmark, these equations are discretized using higher order finite differences on a block-structured mesh refinement grid hierarchy. Time integration uses Runge-Kutta type explicit methods. We further assume that there is no matter or electromagnetic radiation present, and use radiative (absorbing) outer boundary conditions. We choose Minkowski (flat spacetime) initial conditions, which has no effect on the run time of the simulations. We use fourth order accurate spatial differencing, Berger-Oliger style mesh refinement [52] with subcycling in time, with higher order order Lagrangian interpolation on the mesh refinement boundaries. We pre-define a fixed mesh refinement hierarchy with nine levels, each containing the same number of grid
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Figure 6.4: Left: Gravitational radiation emitted during in binary black hole merger, as indicated by the rescaled Weyl scalar \( r \cdot \Psi_4 \). This simulation was performed with the Cactus-Carpet infrastructure with nine levels of AMR tracking the inspiralling black holes. The black holes are too small to be visible in this figure. [Image credit to Christian Reisswig at the Albert Einstein Institute.] Right: Volume rendering of the gravitational radiation during a binary black hole merger, represented by the real part of Weyl scalar \( r \cdot \psi_4 \). (See color insert.) [Image credit to Werner Benger at Louisiana State University.]

points. This is a *weak scaling* benchmark where the number of grid points increases with the used number of cores. Figure 6.4 shows gravitational waves from simulated binary black hole systems.

The salient features of this benchmark are thus: Explicit time integration, finite differencing with mesh refinement, many variables (about 1 Gbyte/core), complex calculations for each grid point (about 5000 flops). This benchmark does not use any libraries in its kernel loop, such as BLAS, LAPACK, or PETSc, since no efficient high-level libraries exist for stencil-based codes. However, we use automatic code generation [6, 177, 199, 208] which allows some code optimizations and tuning at build time [29].

Our benchmark implementation uses the Cactus software framework [72, 151], the Carpet adaptive mesh refinement infrastructure [9, 290, 291], the Einstein Toolkit [3, 289], and the McLachlan Einstein code [233]. We describe this benchmark in detail in [329].

### 6.6.4 Carpet Performance

We examined the Carpet weak scaling benchmark described above on several systems with different architectures. Figure 6.5 shows results for the Cray XT4 Franklin, a Blue Gene/P, and Hyperion in terms of runtime and parallel
scalability. Overall, Carpet shows excellent weak scalability, achieving super-linear performance on Franklin and Intrepid. On Hyperion scalability breaks down at around 1024 processors, the source of the anomaly is under investigation, as Carpet has demonstrated high scalability up to 12288 processors on other systems with similar architecture, including the Xeon/Infiniband Queen Bee [11] and the AMD/Infiniband Ranger [12] clusters. We were unfortunately not able to obtain interactive access to Hyperion for the Cactus team, and were thus not able to examine this problem in detail — future efforts will focus on identifying the system-specific performance constraints.

We note that we needed to modify the benchmark parameters to run on the BG/P system, since there is not enough memory per core for the standard settings. Instead of assigning AMR components with $25^3$ grid points to each core, we were able to use only $13^3$ grid points per component. This reduces the per-core computational load by a factor of about eight, but reduces the memory consumption only by a factor of about four due to the additional inter-processor ghost zones required. Consequently, we expect this smaller version of the benchmark to show less performance and be less scalable.

In some cases (such as Franklin), scalability even improves for very large number of cores. We assume that it is due to the AMR interface conditions in our problem setup. As the number of cores increases, we increase the total problem size to test weak scaling. Increasing the size of the domain by a factor of $N$ increases the number of evolved grid points by $N^3$, but increases the number of AMR interface points only by a factor of $N^2$. As the problem size increases, the importance of the AMR interface points (and the associated computation and communication overhead) thus decreases.

**FIGURE 6.5:** Carpet benchmark with nine levels of mesh refinement showing (a) weak scaling performance on three examined platforms and (b) scalability relative to concurrency. For ideal scaling the run time should be independent of the number of processors. Carpet shows good scalability except on Hyperion.
6.7 CASTRO: Compressible Astrophysics

CASTRO is a finite volume evolution code for compressible flow in Eulerian coordinates and includes self-gravity and reaction networks. CASTRO incorporates hierarchical block-structured adaptive mesh refinement and supports 3D Cartesian, 2D Cartesian and cylindrical, and 1D Cartesian and spherical coordinates. It is currently used primarily in astrophysical applications, specifically for problems such as the time evolution of Type Ia and core collapse supernovae.

The hydrodynamics in CASTRO is based on the unsplit methodology introduced in [96]. The code has options for the piecewise linear method in [96] and the unsplit piecewise parabolic method (PPM) in [240]. The unsplit PPM has the option to use the less restrictive limiters introduced in [97]. All of the hydrodynamics options are designed to work with a general convex equation of state.

CASTRO supports two different methods for including Newtonian self-gravitational forces. One approach uses a monopole approximation to compute

---

**FIGURE 6.6:** CASTRO (a) Close-up of a single star in the CASTRO test problem, shown here in shades of grey on the slice planes, are contours of density. An isosurface of the velocity magnitude is shown, and the vectors represent the radially-inward-pointing self-gravity. (b) Number of grids for each CASTRO test problem.

<table>
<thead>
<tr>
<th>Number of Stars</th>
<th>Level1 Grids</th>
<th>Level2 Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>one</td>
<td>512 (L0) 1728 (L1)</td>
<td>512 (L0) 1728 (L2)</td>
</tr>
<tr>
<td>two</td>
<td>1024 3456</td>
<td>1024 3456</td>
</tr>
<tr>
<td>four</td>
<td>2048 6912</td>
<td>2048 6912</td>
</tr>
<tr>
<td>eight</td>
<td>4096 13824</td>
<td>4096 13824</td>
</tr>
</tbody>
</table>
a radial gravity consistent with the mass distribution. The second approach is based on solving the Poisson equation,

$$-\Delta \phi = 4\pi G \rho,$$

for the gravitational field, \( \phi \). The Poisson equation is discretized using standard finite difference approximations and the resulting linear system is solved using geometric multigrid techniques, specifically V-cycles and red-black Gauss-Seidel relaxation. A third approach in which gravity is externally specified is also available.

Our approach to adaptive refinement in CASTRO uses a nested hierarchy of logically-rectangular grids with simultaneous refinement of the grids in both space and time. The integration algorithm on the grid hierarchy is a recursive procedure in which coarse grids are advanced in time, fine grids are advanced multiple steps to reach the same time as the coarse grids, and the data at different levels are then synchronized. During the regridding step, increasingly finer grids are recursively embedded in coarse grids until the solution is sufficiently resolved. An error estimation procedure based on user-specified criteria evaluates where additional refinement is needed and grid generation procedures dynamically create or remove rectangular fine grid patches as resolution requirements change.

For pure hydrodynamic problems, synchronization between levels requires only a “reflux” operation in which coarse cells adjacent to the fine grid are modified to reflect the difference between the original coarse-grid flux and the integrated flux from the fine grid. (See [48, 51]). For processes that involve implicit discretizations, the synchronization process is more complex. The basic synchronization paradigm for implicit processes is discussed in [28]. In particular, the synchronization step for the full self-gravity algorithm is similar to the algorithm introduced by [242].

CASTRO uses a general interface to equations of state and thermonuclear reaction networks, that allows us to easily add more extensive networks to follow detailed nucleosynthesis.

The parallelization strategy for CASTRO is to distribute grids to processors. This provides a natural coarse-grained approach to distributing the computational work. When AMR is used a dynamic load balancing technique is needed to adjust the load. We use both a heuristic knapsack algorithm and a space-filling curve algorithm for load balancing. Criteria based on the ratio of the number of grids at a level to the number of processors dynamically switches between these strategies.

CASTRO is written in C++ and Fortran-90. The time stepping control, memory allocation, file I/O, and dynamic regridding operations occur primarily in C++. Operations on single arrays of data, as well as the entire multigrid solver framework, exist in Fortran-90.
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6.7.1 CASTRO and Carpet

The AMR algorithms employed by CASTRO and Carpet (see Section 6.6.1 above) share certain features, and we outline the commonalities and differences below.

Both CASTRO and Carpet use nested hierarchies of logically rectangular grids, refining the grids in both space and time. The integration algorithm on the grid hierarchy is a recursive procedure in which coarse grids are first advanced in time, fine grids are then advanced multiple steps to reach the same time as the coarse grids, and the data at different levels are then synchronized. This AMR methodology was introduced by Berger-Oliger (1984) [52] for hyperbolic problems.

Both CASTRO and Carpet support different coordinate systems; CASTRO can be used with Cartesian, cylindrical, or spherical coordinates while Carpet can handle multiple patches with arbitrary coordinate systems [290].

The basic AMR algorithms in both CASTRO and Carpet is independent of the spatial discretization and the time integration methods which are employed. This cleanly separates the formulation of physics from the computational infrastructure which provides the mechanics of gridding and refinement.

The differences between CASTRO and Carpet are mostly historic in origin, coming from the different applications areas that they are or were targeting. CASTRO originates in the hydrodynamics community, whereas Carpet’s background is in solving the Einstein equations. This leads to differences in the supported feature set, while the underlying AMR algorithm is very similar. Quite likely both could be extended to support the feature set offered by the respective other infrastructure.

For example, CASTRO offers a generic regridding algorithm based on user-specified criteria (e.g. to track shocks), refluxing to match fluxes on coarse and fine grids, vertex- and cell-centred quantities. These features are well suited to solve flux-conservative hydrodynamics formulations. CASTRO also contains a full Poisson solver for Newtonian gravity.

Carpet, on the other hand, supports features required by the Einstein equations, which have a wave-type nature where conservation is not relevant. Various formulations of the Einstein equations contain second spatial derivatives, requiring a special treatment of refinement boundaries (see [291]). Also, Carpet does not contain a Poisson solver since gravity is already described by the Einstein equations, and no extra elliptic equation needs to be solved.

CASTRO and Carpet are also very similar in terms of their implementation. Both are parallelised using MPI, and support for multi-core architectures via OpenMP has been or is being added.

6.7.2 CASTRO Performance

The test problem for the scaling study was that of one or more self-gravitating stars in a 3D domain with outflow boundary conditions on all
sides. We used a stellar equation of state as implemented in [336] and initialized the simulation by interpolating data from a 1D model file onto the 3D Cartesian mesh. The model file was generated by a 1D stellar evolution code, Kepler [355]. An initial velocity perturbation was then superimposed onto the otherwise quiescent star — a visualization is shown in Figure 6.6(a).

The test problem was constructed to create a weak scaling study, with a single star in the smallest runs, and two, four, and eight stars for the larger runs, with the same grid layout duplicated for each star. Runs on Hyperion were made with one, two, and four stars, using 400, 800, and 1600 processors respectively. Hyperion was in the early testing stage when these runs were made and 1600 processors was the largest available pool at the time, so the smaller runs were set to 400 and 800 processors. Runs on Franklin were made with one, two, four, and eight stars, using 512, 1024, 2048, and 4096 processors respectively. The number of grids for each problem is shown in Table 6.6(b).

Figure 6.7 shows the performance and scaling behavior of CASTRO on
Franklin and Hyperion. Results were not collected on Intrepid because the current implementation of CASTRO is optimized for large grids and requires more memory per core than is available on that machine. This will be the subject of future investigation. The runs labeled with “no gravity” do not include a gravity solver, and we note that these scale very well from 512 to 4096 processors. Here Level1 refers to a simulation with a base level and one level of refinement, and Level2 refers to a base level and two levels of refinement. Refinement here is by a factor of two between each level. For the Level2 calculations, the Level0 base grid size was set to half of the Level1 calculation’s Level0 base size in each direction to maintain the same effective calculation resolution. Maximum grid size was 64 cells in each direction.

Observe that the runs with “gravity” use the Poisson solver and show less ideal scaling behavior; this is due to the increasing cost of communication in the multigrid solver for solving the Poisson equation. However, the Level1 and Level2 calculations show similar scaling, despite that fact that the Level2 calculation has to do more communication than the Level1 calculation in order to synchronize the extra level and do more work to keep track of the overhead data required by the extra level. The only exception to this is the highest concurrency Franklin benchmark, where the Level2 calculation scales noticeably less well than the Level1.

Comparing the two architectures, Franklin shows the same or better scaling than Hyperion for the one, two, and four star benchmarks despite using more processors in each case. For the Level2 calculations with “gravity,” even at the lowest concurrency, Franklin is roughly 1.6 times faster than Hyperion, while a performance prediction based on peak flops would be about 1.2.

In a real production calculation, the number and sizes of grids will vary during the run as the underlying data evolves. This changes the calculation’s overall memory requirements, communication patterns, and sizes of communicated data, and will therefore effect the overall performance of the entire application Future work will include investigations on optimal gridding, effective utilization of shared memory multicore nodes, communication locality, reduction of AMR metadata overhead requirements, and the introduction of a hybrid MPI/OpenMP calculation model.

6.8 MILC: Quantum Chromodynamics

The MIMD Lattice Computation (MILC) collaboration has developed a set of codes written in the C language that are used to study quantum chromodynamics (QCD), the theory of the strong interactions of subatomic physics. “Strong interactions” are responsible for binding quarks into protons and neutrons and holding them all together in the atomic nucleus. These codes are designed for use on MIMD (multiple instruction multiple data) parallel plat-
forms, using the MPI library. A particular version of the MILC suite, enabling simulations with conventional dynamical Kogut-Susskind quarks is studied in this chapter. The MILC code has been optimized to achieve high efficiency on cache-based superscalar processors. Both ANSI standard C and assembler-based codes for several architectures are provided in the source distribution.\footnote{See \url{http://www.physics.utah.edu/~detar/milc/index.html} for a further description of MILC.}

In QCD simulations, space and time are discretized on sites and links of a regular hypercube lattice in four-dimensional space time. Each link between nearest neighbors in this lattice is associated with a 3-dimensional SU(3) complex matrix for a given field [200]. The simulations involve integrating an equation of motion for hundreds or thousands of time steps that requires inverting a large, sparse matrix at each step of the integration. The sparse matrix problem is solved using a conjugate gradient (CG) method, but because the linear system is nearly singular many CG iterations are required for convergence. Within a processor the four-dimensional nature of the problem requires gathers from widely separated locations in memory. The matrix in the linear system being solved contains sets of complex 3-dimensional “link” matrices, one per 4-D lattice link but only links between odd sites and even sites are non-zero. The inversion by CG requires repeated three-dimensional complex matrix-vector multiplications, which reduces to a dot product of three pairs of three-dimensional complex vectors. The code separates the real and imaginary parts, producing six dot product pairs of six-dimensional real vectors. Each such dot product consists of five multiply-add operations and one multiply [53]. The primary parallel programming model for MILC is a 4-D domain decomposition with each MPI process assigned an equal number of sublattices of contiguous sites. In a four-dimensional problem each site has eight nearest neighbors.

Because the MILC benchmarks are intended to illustrate performance achieved during the “steady-state” portion of an extremely long Lattice Gauge simulation, each benchmark actually consists of two runs: a short run with a few steps, a large step size, and a loose convergence criterion to let the lattice evolve from a totally ordered state, and a longer run starting with this “primed” lattice, with increased accuracy for the CG solve and a CG iteration count that is a more representative of real runs. Only the time for the latter portion is used.

\subsection*{6.8.1 MILC Performance}

We conduct two weak-scaling experiments: a small lattice per core and a larger lattice per core, representing two extremes of how MILC might be used in a production configuration. Benchmark timing results and scalability characteristics are shown in Figures 6.8(a–b) and Figures 6.8(c–d) for small and large problems, respectively. Not surprisingly, scalability is generally bet-
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FIGURE 6.8: MILC performance and scalability using (a–b) small and (c–d) large problem configurations.

...ter for the larger lattice than for the smaller. This is particularly true for the Franklin XT4 system, for which scalability of the smaller problem is severely limited. Although the overall computation/communication is very low, one of the main sources of performance degradation is the CG solve. MILC was instrumented to measure the time in five major parts of the code, and on 1024 cores the CG portion is consuming about two-thirds of the runtime. Microkernel benchmarking of the MPI_Allreduce operation on three systems (not shown) shows that the XT4’s SeaStar interconnect is considerably slower on this operation at larger core counts. Note, however, that these microkernel data were obtained on a largely dedicated Hyperion system and a dedicated partition of BG/P but in a multi-user environment on the XT4, for which job scheduling is basically random within the interconnect’s torus; therefore, the XT4 data likely include the effects of interconnect contention. For the smaller MILC lattice scalability suffers due to the insufficient computation, required to hide this increased Allreduce cost on the XT4.

In contrast, scalability doesn’t differ very much between the two lattice
sizes on the BG/P system, and indeed, scalability of the BG/P system is generally best of all the systems considered here. Furthermore, it is known that carefully mapping the 4-D MILC decomposition to the BG/P torus network can sometimes improve performance; however, this was not done in these studies and will be the subject of future investigations.

The Hyperion cluster shows similar scaling characteristics to Franklin for the large case, and somewhat better scaling than Franklin for the small.

Turning our attention to absolute performance, for the large case we see that Franklin significantly outperforms the other platforms, with the BG/P system providing the second best performance. For the small case, the order is essentially reversed, with Hyperion having the best performance across the concurrencies studied. MILC is a memory bandwidth-intensive application. Nominally, the component vector and corresponding matrix operations consume 1.45 bytes input/flop and 0.36 bytes output/flop; in practice, we measure for the entire code a computational intensity of about 1.3 and 1.5, respectively, for the two lattice sizes on the Cray XT4. On multicore systems this memory bandwidth dependence leads to significant contention effects within the socket. The large case shows this effect most strongly, with the Intel Harpertown-based Hyperion system lagging behind the other two architectures despite having a higher peak floating-point performance.

6.9 Summary and Conclusions

Computational science is at the dawn of petascale computing capability, with the potential to achieve simulation scale and numerical fidelity at hitherto unattainable levels. However, increasing concerns over power efficiency and the economies of designing and building these large systems are accelerating recent trends towards architectural diversity through new interest in customization and tighter system integration on the one hand and incorporating commodity components on the other. Understanding the tradeoffs of these differing design paradigms, in the context of high-end numerical simulations, is a key step towards making effective petascale computing a reality.

In this study, we examined the behavior of a number of key large-scale scientific computations. To maximize the utility for the HPC community, performance was evaluated on the full applications, with real input data and at the scale desired by application scientists in the corresponding domain; these types of investigations require the participation of computational scientists from highly disparate backgrounds. Performance results and analysis were presented on three leading HPC platforms: Franklin XT4, Hyperion Xeon cluster, and Intrepid BG/P, representing some of the most common design trade-offs in the high performance computing arena.

Figure 6.9 presents a summary of the results for largest comparable con-
FIGURE 6.9: Results summary for the largest comparable concurrences of the five evaluated codes on three leading HPC platforms, showing relative runtime performance normalized to fastest system. Note that due to BG/P’s restricted memory capacity: Olympus uses 4x the number of BG/P cores, Carpet uses reduced BG/P problem domains, and CASTRO was unable to conduct comparable BG/P experiments.

currencies of the five evaluated codes, showing relative runtime performance normalized to fastest system. Observe that the tightly integrated Cray XT system achieves the highest performance, consistently outperforming the Xeon cluster — assembled from commodity components. Comparing to the BG/P is more difficult, as two of the benchmarks use different numbers of processors or different weak scaling parameters. For GTC and MILC, the two directly comparable benchmarks — in one case the Xeon platform outperforms the BG/P platform, but in the other the situation is reversed. For MILC, the low memory bandwidth of the Xeon Clovertown and the relatively poor performance of collective communication of IB as compared to the custom interconnect of BG/P means that BG/P comes out ahead. For the higher computational intensity GTC, the Intel/IB cluster dominates. In the case of Olympus, we can compare across architectures based on the idea that the differences in number of processors used is representative of how a simulation would be run in practice. Here BG/P and the Xeon cluster have comparable performance, with the XT ahead. For Carpet, the smaller domain sizes used for the BG/P runs makes accurate comparison impossible, but one can certainly say that absolute performance is very poor compared with both the XT and Xeon cluster.
However, as the comparison in Figure 6.9 is at relatively small concurrencies due to the size of the Intel/IB cluster, this is only part of the picture. At higher concurrencies the scalability of BG/P exceeds that of the XT for GTC and MILC, and substantially similar scaling is seen for Olympus. However, for Carpet, XT scalability is better than on BG/P, although it should be noted that both scale superlinearly. While both BG/P and XT have custom interconnects, BG/P isolates portions of the interconnect (called partitions) for particular jobs much more effectively than on the XT, where nodes in a job can be scattered across the torus intermixed with other jobs that are competing for link bandwidth. This is one of the likely reasons for the poorer scalability of some applications on the XT.

Overall, these extensive performance evaluations are an important step toward effectively conducting simulations at the petascale level and beyond, by providing computational scientists and system designers with critical information on how well numerical methods perform across state-of-the-art parallel systems. Future work will explore a wider set of computational methods, with a focus on irregular and unstructured algorithms, while investigating a broader set of HPC platforms, including the latest generation of multi-core technologies.
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7.1 Introduction

The goal of performance modeling is to gain understanding of a computer systems performance on various applications, by means of measurement and analysis, and then to encapsulate these characteristics in a compact formula. The resulting model can be used to gain greater understanding of the performance phenomena involved and to project performance to other system/application combinations. The focus here, as in other chapters in this volume, is on large-scale scientific computation, although many of the techniques we describe apply equally well to single-processor systems and to business-type applications.

The next three chapters describe three approaches to performance modeling: (a) the convolution approach (this chapter), (b) the ApexMap approach (Chapter 8), and (c) the roofline approach (Chapter 9). A number of important performance modeling activities are also being done by other groups, for example at Los Alamos National Laboratory [167].

The performance profile of a given system/application combination de-
Performance Tuning of Scientific Applications

Performance modeling can be used to improve architecture design, inform procurement, and guide application tuning. Unfortunately, the process of producing performance models historically has been rather expensive, requiring large amounts of computer time and highly expert human effort. This has severely limited the number of high-end applications that can be modeled and studied. Someone has observed that, due to the difficulty of developing performance models for new applications, as well as the increasing complexity of new systems, our supercomputers have become better at predicting and explaining natural phenomena (such as the weather) than at predicting and explaining the performance of themselves or other computers.

7.2 Applications of Performance Modeling

Performance modeling can be used in numerous ways. Here is a brief summary of these usages, both present-day and future possibilities:

- **Runtime estimation.** The most common application for a performance model is to enable a scientist to estimate the runtime of a job when the input parameters for the job are changed, or when a different number of processors is used in a parallel computer system. One can also estimate the largest size of system that can be used to run a given problem before the parallel efficiency drops to an unacceptable area.

- **System design.** Performance models are frequently employed by computer vendors in their design of future systems. Typically, engineers construct a performance model for one or two key applications, and then compare future technology options based on performance model projections. Once performance modeling techniques are better developed, it may be possible to target many more applications and technology options in the design process. As an example of such “what-if” investigations, model parameters can be used to predict how performance rates would change with a larger or more highly associative cache. In a
similar way, the performance impact of various network designs can be explored. We can even imagine that vendors could provide a variety of system customizations, depending on the nature of the users anticipated applications.

- **System tuning.** One example of using performance modeling for system tuning is given in [78]. Here a performance model was used to diagnose and rectify a misconfigured message passing interface (MPI) channel buffer, which yielded a doubling of network performance for programs sending short messages. Along this line, Adolph Hoisie of LANL recalls that when a recent system was installed, its performance fell below model predictions by almost a factor of two. However, further analysis uncovered some system difficulties, which, when rectified, improved performance to almost the same level the model predicted [167]. When observed performance of a system falls short of that predicted by a performance model, it may be the system that is wrong not the model!

- **Application tuning.** If a memory performance model is combined with application parameters, one can predict how cache hit-rates would change if a different cache-blocking factor were used in the application. Once the optimal cache blocking has been identified, then the code can be permanently changed. Simple performance models can even be incorporated into an application code, permitting on-the-fly selection of different program options.

- **Algorithm choice.** Performance models, by providing performance expectations based on the fundamental computational characteristics of algorithms, can also enable algorithmic choice before going to the trouble to implement all the possible choices. For example, in some recent work one of the present authors employed a performance model to estimate the benefit of employing an “inspector” scheme to reorder data-structures before being accessed by a sparse-matrix solver, as part of software being developed by the SciDAC Terascale Optimal PDE Simulations (TOPS) project. It turned out that the overhead of these “inspector” schemes is more than repaid provided the sparse-matrices are large and/or highly randomized.

- **System procurement.** Arguably the most compelling application of performance modeling, but one that heretofore has not been used much, is to simplify the selection process of a new computing facility for a university or laboratory. At the present time, most large system procurements involve a comparative test of several systems, using a set of application benchmarks chosen to be typical of the expected usage. In one case that the authors are aware of, 25 separate application benchmarks were specified, and numerous other system-level benchmark tests were required as well. Preparing a set of performance benchmarks for a large laboratory acquisition is a labor-intensive process, typically involving several highly
skilled staff members. Analyzing and comparing the benchmark results also requires additional effort. These steps involved are summarized in the recent HECRTF report [295].

What is often overlooked in this regard is that each of the prospective vendors must also expend a comparable (or even greater) effort to implement and tune the bench-marks on their systems. Partly due to the high personnel costs of benchmark work, computer vendors often can afford only a minimal effort to implement the bench-marks, leaving little or no resources to tune or customize the implementations for a given system, even though such tuning and/or customization would greatly benefit the customer. In any event, vendors must factor the cost of implementing and/or tuning benchmarks into the price that they must charge to the customer if successful. These costs are further multiplied because for every successful proposal, they must prepare several unsuccessful proposals.

Once a reasonably easy-to-use performance modeling facility is available, it may be possible to greatly reduce, if not eliminate, the benchmark tests that are specified in a procurement, replacing them by a measurement of certain performance model parameters for the target systems and applications. These parameters can then be used by the computer center staff to project performance rates for numerous system options. It may well be that a given center will decide not to rely completely on performance model results. But if even part of the normal application suite can be replaced, this will save considerable resources on both sides.

7.3 Basic Methodology

The performance modeling framework presented in this chapter is based upon application signatures, machine profiles and convolutions. An application signature is a detailed but compact representation of the fundamental operations performed by an application, independent of the target system. A machine profile is a representation of the capability of a system to carry out fundamental operations, independent of the particular application. A convolution is a means to rapidly combine application signatures with machine profiles in order to predict performance. In a nutshell, our methodology is to:

- Summarize the requirements of applications in ways that are not too expensive in terms of time/space required to gather them but still contain sufficient detail to enable modeling.

- Obtain the application signatures automatically.

- Generalize the signatures to represent how the application would stress arbitrary (including future) machines.
• Extrapolate the signatures to larger problem sizes than what can be actually run at the present time.

With regards to application signatures, note that the source code of an application can be considered a high-level description, or application signature, of its computational resource requirements. However, depending on the language it may not be very compact (Matlab is compact, while Fortran is not). Also, determining the resource requirements the application from the source code may not be very easy (especially if the target machine does not exist!). Hence we need cheaper, faster, more flexible ways to obtain representations suitable for performance modeling work. A minimal goal is to combine the results of several compilation, execution, performance data analysis cycles into a signature, so these steps do not have to be repeated each time a new performance question is asked.

A dynamic instruction trace, such as a record of each memory address accessed (using a tool such as Dyninst [69] can also be considered to be an application signature. But it is not compact and address traces alone can run to several Gbytes even for short-running applications and it is not machine independent.

A general approach that we have developed to analyze applications, which has resulted in considerable space reduction and a measure of machine independence, is the following: (1) statically analyze, then instrument and trace an application on some set of existing machines; (2) summarize, on-the-fly, the operations performed by the application; (3) tally operations indexed to the source code structures that generated them; and (4) perform a merge operation on the summaries from each machine [78,79,311,312]. From this data, one can obtain information on memory access patterns (namely, summaries of the stride and range of memory accesses generated by individual memory operations) and communications patterns (namely, summaries of sizes and type of communications performed).

The specific scheme to acquire an application signature is as follows: (1) conduct a series of experiments tracing a program, using the techniques described above; (2) analyze the trace by pattern detection to identify recurring sequences of messages and loads/store operations; and (3) select the most important sequences of patterns. With regards to (3), infrequent paths through the program are ignored, and sequences that map to insignificant performance contributions are dropped.

As a simple example, the performance behavior of CG (the Conjugate Gradient benchmark from the NAS Parallel Benchmarks [38]), which is more 1000 lines long, can be represented from a performance standpoint by one random memory access pattern. This is because 99% of execution is spent in the following loop:

do k = rowstr(j), rowstr(j+1)-1
sum = sum + a(k)*p(colidx(k))
enddo
This loop has two floating-point operations, two stride-1 memory access patterns, and one random memory access pattern (the indirect index of p). On almost all of today's deep memory hierarchy machines the performance cost of the random memory access pattern dominates the other patterns and the floating-point work. As a practical matter, all that is required to predict the performance of CG on a machine is the size of the problem (which level of the memory hierarchy it fits in) and the rate at which the machine can do random loads from that level of the memory. Thus a random memory access pattern succinctly represents the most important demand that CG puts on any machine.

Obviously, many full applications spend a significant amount of time in more than one loop or function, and so the several patterns must be combined and weighted. Simple addition is often not the right combining operator for these patterns, because different types of work may be involved (say memory accesses and communication). Also, our framework considers the impact of different compilers or different compiler flags in producing better code (so trace results are not machine independent). Finally, we develop models that include scaling and not just ones that work with a single problem size. For this, we use statistical methods applied to series of traces of different input sizes and/or CPU counts to derive a scaling model.

The second component of this performance modeling approach is to represent the resource capabilities of current and proposed machines, with emphasis on memory and communications capabilities, in an application-independent form suitable for parameterized modeling. In particular, we use low-level benchmarks to gather machine profiles, which are high-level representations of the rates at which machines can carry out basic operations (such as memory loads and stores and message passing), including the capabilities of memory units at each level of the memory hierarchy and the ability of machines to overlap memory operations with other kinds of operations (e.g., floating-point or communications operations). We then extend machine profiles to account for reduction in capability due to sharing (for example, to express how much the memory subsystems or communication fabrics capability is diminished by sharing these with competing processors). Finally, we extrapolate to larger systems from validated machine profiles of similar but smaller systems.

To enable time tractable modeling we employ a range of simulation techniques [78, 270] to combine applications signatures with machine profiles:

- Convolution methods for mapping application signatures to machine pro-files to enable time tractable statistical simulation.
- Techniques for modeling interactions between different memory access patterns within the same loop. For example, if a loop is 50% stride-1 and 50% random stride, we determine whether the performance is some composable function of these two separate performance rates.
- Techniques for modeling the effect of competition between different applications (or task parallel programs) for shared resources. For example,
if program A is thrashing L3 cache with a large working set and a random memory access pattern, we determine how that impacts the performance of program B with a stride-1 access pattern and a small working set that would otherwise fits in L3.

- Techniques for defining “performance similarity” in a meaningful way. For example, we determine whether loops that “look” the same in terms of application signatures and memory access patterns actually perform the same. If so, we define a set of loops that span the performance space.

In one sense, cycle-accurate simulation is the performance modeling baseline. Given enough time, and enough details about a machine, we can always explain and predict performance by stepping through the code instruction by instruction. However, simulation at this detail is exceedingly expensive. So we have developed fast-to-evaluate machine models for current and proposed machines, which closely approximate cycle-accurate predictions by accounting for fewer details.

Our convolution method allows for relatively rapid development of performance models (full application models take one or two months now). Performance predictions are very fast to evaluate once the models are constructed (a few minutes per prediction). The results are fairly accurate. Figure 7.1 qualitatively shows the accuracy results across a set of machines and problem sizes and CPU counts for POP, the Parallel Ocean Program.

**FIGURE 7.1:** Results for Parallel Ocean Program (POP). (R) is real runtime (M) is modeled (predicted) runtime.
We have carried out similar exercise for several sizes and inputs of POP problems. And we have also modeled several applications from the DOD High-Performance Computing Modernization Office work-load, including AVUS, a computational fluid dynamics code, GAMESS, a computational chemistry code, HYCOM, a weather code, and OOCORE, an out-of-core solver. In a stern test of the methods every year we are allowed access to DOD machines only to gather machine profiles via low-level benchmarks. We then model these large parallel applications at several CPU counts ranging on several systems. We then predict application performance on these machines; and only after the predictions are issued are the application true runtimes independently ascertained by DOD personnel.

**TABLE 7.1:** Results of “blind” predictions of DoD HPCMO Workload in TI-10.

<table>
<thead>
<tr>
<th>Program</th>
<th>Average Abs. Error</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVUS large</td>
<td>8.9%</td>
<td>4.8%</td>
</tr>
<tr>
<td>CTH large</td>
<td>9.0%</td>
<td>6.4%</td>
</tr>
<tr>
<td>CTH standard</td>
<td>6.6%</td>
<td>6.6%</td>
</tr>
<tr>
<td>HYCOM large</td>
<td>5.5%</td>
<td>5.5%</td>
</tr>
<tr>
<td>HYCOM standard</td>
<td>6.6%</td>
<td>6.6%</td>
</tr>
<tr>
<td>ICEPIC large</td>
<td>9.6%</td>
<td>9.6%</td>
</tr>
<tr>
<td>ICEPIC standard</td>
<td>4.6%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Cray XT3</td>
<td>12.8%</td>
<td>7.0%</td>
</tr>
<tr>
<td>IBM PWR5+</td>
<td>6.9%</td>
<td>6.6%</td>
</tr>
<tr>
<td>DELL Woodcrest</td>
<td>5.4%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Cray XT4</td>
<td>7.6%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Cray XT5</td>
<td>4.2%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Linux Networks Woodcrest</td>
<td>6.2%</td>
<td>4.3%</td>
</tr>
<tr>
<td>DELL Nehalem</td>
<td>7.6%</td>
<td>4.6%</td>
</tr>
</tbody>
</table>

Table 7.1 above gives the overall average absolute error and standard deviation of absolute average error as well as breakdowns by application/input and architecture. We conducted this “blind” test (without knowing the performance of the applications in advance) in order to subject our modeling methods to the sternest possible test and because we think it is important to report successes and failures in modeling in order to advance the science.

7.4 **Performance Sensitivity Studies**

Reporting the accuracy of performance models in terms of model-predicted time vs. observed time (as in the previous section) is mostly just a validating
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step for obtaining confidence in the model. A more interesting and useful exercise is to explain and quantify performance differences and to play “what if” using the model.

![Kiviat diagram](image)

**FIGURE 7.2:** Performance response of WRF (Weather Research Facility) to 2x improvements in base system on several performance dimensions (relative to Power4).

A Kiviat diagram is a useful way to represent the performance response of an application to improvements in the underlying machine. In such diagrams (see Figure 7.2) a series of radial axes emanate from the center, and a series of labeled concentric polygonal grids intersect these axes. Each axis represents a performance attribute of the machine that might be individually improved, such as peak performance rate, cache bandwidth, main memory bandwidth, network latency, etc. Each polygon then represents some degree of constant performance improvement (usually interpreted here as a “speedup”) of the application relative to some norm, with “1” (the degenerate polygon at the center) representing a baseline performance of the machine with no modifications. The units of the axis are normalized improvement.

In a recent exercise for the Oak Ridge National Laboratory (ORNL)’s upgrade of its Cray XT4 system we used the working example of the S3D direct numerical simulation turbulent combustion code to answer the following questions:

- How will S3D perform on upgraded Jaguar dual-core to quad-core?
- Will it take advantage of new architectural features such as SSE vector units?
- Crystal ball: how will it perform on further-out systems in 2011/2012 timeframe?
- How will its performance change as the chemistry becomes more complex, say when we move from COH2 to C2H4 to C7H16?
• Will the problem scale to hundreds of thousands of processors?

Modeling gives us a means of answering all these questions and more.

The PMaC lab at the University of California, San Diego recently completed a series of large-scale performance predictions of S3D out to full size of Jaguar using both input scaling (increasing the complexity of the chemistry) and CPU-count scaling. These predictions were 95% accurate when predicting Jaguar post-quadcore upgrade both with SSEs enabled and disabled, and were independently confirmed by a team at Los Alamos National Laboratory in advance of deployment. We predicted and ORNL verified post-upgrade about a 5% “multicore tax” that is the application ran a bit slower core for core because of diminished shared bandwidth of each core accessing main memory.

Figure 7.3 shows the memory bandwidth available to a core of L1, L2, L3 and main memory relative to a Power4 processor of 12 anonymous future processors slated for availability between now and 2012. It can be seen that the main improvements will be in main memory bandwidth per core.

**FIGURE 7.3:** Memory profiles of systems out to 2012 (anonymous) (See color insert.).

Assuming the better systems are more expensive are they worth it? It depends on the application. We predict for various core counts how much execution time would shrink for S3D doing (future) C2H4 chemistry on these future systems with their different cache sizes, associativities, load store units, speeds, latencies, and main memory performance out to 2012 timeframe and sample results (on some of the systems) is presented in Table 7.2. It can be seen the best system would run S3D almost 40% faster.
For another example, it is clear from Figure 7.1 above that Lemieux, the Alpha-based system, was faster across-the-board on POP x1 than was Blue Horizon (BH), the IBM Power3 system. The question is why? Lemieux had faster processors (1GHz vs. 375 MHz), and a lower-latency network (a measured ping-pong latency of about 5 ms vs. about 19 ms), but Blue Horizons network had the higher bandwidth (a measured ping-pong bandwidth of about 350 MByte/s vs. 269 MByte/s). Without a model, one is left to conjecture “I guess POP performance is more sensitive to processor performance and network latency than network bandwidth,” but without solid evidence.

With a model that can accurately predict application performance based on properties of the code and the machine, we can carry out precise modeling experiments such as that represented in Figure 7.2. Here we model perturbing the Blue Horizon system (with IBM Power3 processors and a Colony switch) into the TCS system (with Alpha ES640 processors and the Quadrics switch) by replacing component one by one. Figure 7.4 represents a series of cases modeling the perturbing from BH to TCS, going from left to right. The four bars for each case represent the performance of POP x1 on 16 processors, the processor and memory subsystem performance, the network bandwidth, and the network latency, all normalized to that of BH.

In Case 1, we model the effect of reducing the bandwidth of BH’s network to that of a single rail of the Quadrics switch. There is no observable performance effect, as the POP x1 problem at this size is not sensitive to a change in peak network band-width from 350MB/s to 269MB/s. In Case 2, we model the effect of replacing the Colony switch with the Quadrics switch. Here there is a significant performance improvement, due to the five millisecond latency of the Quadrics switch versus the 20 millisecond latency of the Colony switch. This is evidence that the barotropic calculations in POP x1 at this size are latency sensitive. In Case 3, we use Quadrics latency but the Colony bandwidth just for completeness. In Case 4, we model keeping the Colony switch latency and bandwidth figures, but replacing the Power3 processors and local memory subsystem with Alpha ES640 processors and their memory subsystem. There is a substantial improvement in performance, due mainly to the faster memory subsystem of the Alpha. The Alpha can load stride-one data from its L2 cache at about twice the rate of the Power3, and

**TABLE 7.2:** Execution time as fraction of base (Power4) for future systems on the S3D/C2H4 application.

<table>
<thead>
<tr>
<th>Cores</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.0</td>
<td>0.72</td>
<td>0.78</td>
<td>0.66</td>
<td>0.77</td>
<td>0.81</td>
<td>0.74</td>
<td>0.61</td>
</tr>
<tr>
<td>64</td>
<td>1.0</td>
<td>0.73</td>
<td>0.78</td>
<td>0.67</td>
<td>0.77</td>
<td>0.81</td>
<td>0.73</td>
<td>0.62</td>
</tr>
<tr>
<td>512</td>
<td>1.0</td>
<td>0.72</td>
<td>0.78</td>
<td>0.66</td>
<td>0.77</td>
<td>0.81</td>
<td>0.74</td>
<td>0.62</td>
</tr>
</tbody>
</table>
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FIGURE 7.4: Performance Sensitivity study of POP applied to proposed Lemieux upgrade.

this benefits POP x1 significantly. The last set of bars show the TCS values of performance, processor and memory subsystem speed, network bandwidth and latency, as a ratio of the BH values.

The principal observation from the above exercise is that the model can quantify the performance impact of each machine hardware component.

In these studies we find that larger CPU count POP x1 problems become more network latency sensitive and remain not-very bandwidth sensitive.

7.5 Summary

We have seen that performance models enable “what-if” analyses of the implications of improving the target machine in various dimensions. Such analyses obviously are useful to system designers, helping them optimize system architectures for the highest sustained performance on a target set of applications. They are potentially quite useful in helping computing centers select the best system in an acquisition. But these methods can also be used by application scientists to improve performance in their codes, by better understanding which tuning measures yield the most improvement in sustained performance.

With further improvements in this methodology, we can envision a future wherein these techniques are embedded in application code, or even in system
software, thus enabling self-tuning applications for user codes. For example, we can conceive of an application that performs the first of many iterations using numerous cache blocking parameters, a separate combination on each processor, and then uses a simple performance model to select the most favorable combination. This combination would then be used for all remaining iterations.

Our methods have reduced the time required for performance modeling, but much work needs to be done here. Also, running an application to obtain the necessary trace information multiplies the run time by a large factor (roughly 1000). The future work in this arena will need to focus on further reducing the both the human and computer costs.
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8.1 Introduction

The memory behavior of a program greatly influences the overall performance observed on a specific architecture. Memory references, if not cached, involve large latencies, because of the large (and increasing) disparities between processor speeds and memory speeds, a phenomenon often termed the “memory wall.” Indeed, memory wall problems have significantly influenced processor architecture for years, so that, for instance, most transistors on present-day microprocessors are dedicated to the cache subsystem.

To improve the performance of applications, computer architects and compiler designers try to exploit locality in memory reference streams. The two main forms of locality that usually exist in an application are: **temporal locality**, which refers to the tendency to reuse data that were referenced a short time ago; and **spatial locality**, which refers to the tendency to reference memory locations that are either consecutive or differ by a fixed stride.

Microprocessors employ multiple hardware structures to exploit locality and to hide the memory latency, including:

- Caches that exploit temporal locality by keeping recently used memory lines. Having the cache line to hold multiple contiguous memory words implicitly exploits spatial locality as well.
- Prefetchers that exploit spatial locality by predicting the future memory references and bringing them to the cache before referencing them. Prefetching can be done either by software, hardware, or both.
- Out-of-order execution facilities that exploit, among other things, memory level parallelism by issuing multiple memory requests to reduce the impact of wait time. This technique works well when bandwidth is less critical than latency and can improve the performance significantly on a multi-level cache system.

The performance of an application relies heavily on the interaction of the application memory access behavior with the underlying architecture. Understanding memory access patterns can serve multiple purposes: first, the performance of an application can be quantified or at least the bounds of performance can be identified; second, application writers can design algorithms that exhibit better locality attributes.
This chapter discusses the characterization of memory access patterns. It also introduces the Apex-MAP model [318,319] for quantifying locality in an architecture-independent manner. This model can be used for studying the processor interaction under different memory access patterns. The model can also serve as proxy for different applications, allowing an easy and a productive characterization of machine interaction over a wide class of applications.

8.2 Memory Access Characterization

Memory access characterization is a valuable technique to help understand achieved performance on various systems. Indeed, due to the growing challenge of the “memory wall,” it is increasingly for both system researchers and application programmers to understand the behavior of various types of computations in a given memory subsystem. Such understanding can help application writers design algorithms that better exploit locality of references, thereby reducing the impact of the memory wall.

In this section we discuss typical memory access patterns that most applications exhibit during execution.

8.2.1 Patterns of Memory Access

Memory access patterns can be classified based on the spatial relation between the memory references and on the reuse distance of each referenced data element:

- Regular contiguous memory access: This pattern is associated with access streams that have unit stride access to a dataset, such as while accessing a large section of a array or matrix by the most rapidly changing index.

- Regular non-contiguous (structured) memory access: This pattern is characterized by non-unit stride access, so that references can be easily be calculated by simple linear relations. This pattern often occurs most commonly in scientific applications when accessing multi-dimensional arrays by other than the most rapidly changing index.

- Random access: Random accesses are typical of applications dominated by pointer chasing algorithms, for instance in graph algorithms. Random accesses also occur in scientific code where multiple levels of indirection are needed to retrieve the data from the memory. A notable class of this type of algorithm is sparse matrix schemes, since compact memory representations for sparse matrix requires indirect addressing. This pattern
is usually the most challenging pattern for microprocessor systems to handle efficiently.

The memory access pattern of an application is seldom fixed for the entire run. It is quite possible for applications to involve multiple simultaneous streams of execution, each with different memory access patterns. It is even more common for an application to have multiple phases of execution (even within a single “iteration”), each with a different pattern.

One other dimension characterizing memory access is based on the reuse of the data and how large the reuse distance is, in terms of CPU cycles or distinct memory accesses between accesses. Short reuse distance results typically results in a cache being used very effectively, whereas with a high reuse distance it is quite likely that data once in cache has been displaced before the next access.

8.2.2 Performance Dependency on Memory Access Pattern

The performance of an application can be related to the interaction between the access pattern and the architecture. It is not uncommon for an algorithm to perform very well on one architecture but rather poorly on another architecture.

Vector machines, for instance the Cray X1, typically perform quite well on applications with fixed stride access, particularly for contiguous streamed data, but typically perform rather poorly on applications exhibiting random access patterns. In other words, vector systems require high spatial locality to perform well. Caching is either not present or is a minor feature on vector systems, since they do not rely on temporal reuse.

It should be pointed out that vector processing is popular not only in scientific computing, but also in graphic processing. That is why graphic processing units often use the same hardware tradeoffs—dedicating more transistors to processing, leveraging memory level parallelism, and very few transistors to caching—as scientific vector systems.

For applications with relatively short reuse distance, in terms of distinct memory references accessed between access, cache designs are critical to performance. In general, the larger the cache, the less dependent the application becomes on referencing the slow memory system, although other features of the cache system, such as structure of the cache (cache line length, associativity, replacement policy, etc.) and the design of the translation look-aside buffer, also affect performance.

Cache-based systems, such as conventional microprocessor-based personal computer modules (and parallel systems constructed from such units) are usually preferred for applications with irregular memory accesses and moderate levels of temporal reuse.
8.2.3 Locality Definitions

Earlier in this chapter, we discussed spatial and temporal locality to characterize application memory access patterns. Spatial locality describes the relation between addresses in stream of references, while temporal locality relates to the tendency of an application to reference the same address multiple times within a certain reuse distance, measured either in cycles or in distinct in-between memory references. In most cases, locality can be quantified. For instance, for spatial locality, stride one access is typically associated with the highest locality score, while random access is typically associated with the lowest score.

In general quantifying locality is not a trivial problem. Multiple approaches exist in literature. We present here two well-known approaches.

The first formulation is based on stack reuse distance, where accesses to the same memory location are classified based on the number of distinct memory addresses referenced in between. Plotting the relation between the stack reuse distance and the cumulative percentage of memory references can provide insightful information about hit or miss rates for a certain cache size, assuming that it is fully associative with the least recently used (LRU) replacement policy. The performance for set associative caches can also be estimated as well based on a model developed by Hill and Smith [165, 309].

Figure 8.1 shows a typical stack reuse plot. For given effective cache size, one can look up the memory references that will hit in the cache as percentage of the memory references that have reuse distance of less than the effective cache size. Even though the stack reuse distance can be used to infer the cache behavior, it does not by itself provide a meaningful metric that can be used for comparing algorithms.

FIGURE 8.1: Typical curve for cumulative memory stack reuse distance.

The second presented formulation allows describing the locality behav-
ior of an application by a single number. To characterize the spatial locality
Weinberg et al. proposed the following metric \cite{357}

\[ \text{spatial} = \sum_{i=1}^{\infty} \frac{\text{stride}_i}{i}, \quad (8.1) \]

where \( \text{stride}_i \) represents the percentage of memory references of stride size \( i \) divided by the stride size. This metric for spatial locality targets characterizing an existing application in an architecture independent manner.

For the sake of evaluating particular machine, one needs to experiment with different access patterns. For the above-mentioned metrics, it is not possible to have applications that cover the whole spectrum of access patterns. Additionally, it is not easy to develop synthetic applications based on the above-presented metrics.

Apex-MAP, introduced in the next section, defines spatial and temporal locality in a way that is easier to realize in a synthetic benchmark. The patterns of memory access are parameterized to allow better coverage of the locality space while studying the performance of a specific architecture.

### 8.3 Apex-MAP Model to Characterize Memory Access Patterns

In this section we describe the Apex characterization framework, together with the associated performance probe. Apex-MAP was designed as a hardware- and architecture-independent application performance characterization framework. It starts with the assumption that the performance behavior of codes and/or algorithms can be characterized in an architecture-independent way based on several simple factors, whose values can be specifically selected for each of the codes. The performance probe Apex-MAP is a generic kernel that implements these factors in a parameterized fashion. With the right selection and definition of factors, Apex-MAP can thus be used as an application performance proxy for different codes on various platforms.

#### 8.3.1 Characterizing Memory Access

Apex-MAP assumes that the data access of any code can be described as several concurrent streams of addresses which in turn can be characterized by a set of performance related factors. Currently, three major characterization parameters have been used to describe a data stream. They are the memory size of the data set accessed \( M \), the spatial locality \( L \) and the temporal locality \( \alpha \):
Data Set Size ($M$): The data set size $M$ is the memory size accessed by the target stream. It is evidently an important factor influencing the performance of an address stream. Its impact on performance is becoming more important with the increasing complexity of memory hierarchies in modern system architectures.

Spatial Locality ($L$): The spatial locality $L$ is characterized by the number of contiguous memory locations accessed in succession (e.g., vector-length). Many modern systems benefit greatly from contiguous memory access patterns. The valid values range from 1 to $M$.

Temporal Locality ($\alpha$): The characterization of the temporal locality in Apex-MAP is closely related with the cumulative temporal distribution function of the target stream. The cumulative temporal distribution function is defined as the following. Suppose $N$ is the number of total memory accesses. Let $X$ be the memory location of $n$-th memory access ($n \leq N$). If $X$ has been accessed earlier and the last access is the $m$-th memory access, then we say the temporal distance for $n$-th memory access is $n - m$. If $X$ has not been accessed earlier, then we assume an infinite repetition of the whole address stream. The temporal distance is then given by $n + N - k$ and $k$ is the location of last appearance of memory location $X$ in the address stream. If $X$ is only accessed one time, the temporal distance is $N$. The cumulative temporal distribution function is defined using this temporal distance and show for each temporal distance $t$ the probability $p$, of accessing a memory location again within the next $t$ memory accesses.

After obtaining the cumulative temporal distribution function, the next step is to find a single number to describe the cumulative temporal distribution function and use it as the temporal locality of the target stream. We find that the shape of the cumulative temporal distribution function can be approximated by using a power function with a single shape parameter $\alpha$ in a scale-invariant way. The address stream is generated with a power-law-distributed pseudorandom number generator (i.e., $X = r^{1/\alpha}$, where $r$ is a uniform (0,1) pseudorandom number). The single shape parameter $\alpha$ of the power function is then used as a measure of the temporal locality of the target stream. Valid values of $\alpha$ can range between 0 and 1. A value of $\alpha = 0$ means the program will access a single address repeatedly, with the highest temporal locality, while a value of $\alpha = 1$ indicates a uniform random memory access with the lowest possible temporal locality.

8.3.2 Generating Different Memory Patterns Using Apex-MAP

Apex-MAP uses non-uniform random block access to simulate data access of a target code. The address stream is generated mainly based on Memory Size ($M$), Temporal Locality ($\alpha$), and Spatial Locality ($L$) as illustrated in Figure 8.2.

The random starting addresses ($X$) are aligned by length $L$ and generated
based on uniform pseudorandom numbers $r$ with the generating function $X = r^{1/\alpha}$. The $\alpha$ can take any value between 0 and 1. Once a starting address is accessed, the following $L - 1$ continuous addresses will also be accessed. The block length $L$ is used as a measure for spatial locality; $L$ can take any value between 1 (single-word access) and $M$. A non-uniform random selection of starting addresses for these blocks is used to simulate the effects of temporal locality [318]. The starting addresses cannot be dynamically generated, since the time needed to generate an address is too long compared with the memory access time. Therefore they have to be computed in advance and stored in an index buffer. The number of addresses pre-computed is controlled by a characterization parameter $I$. Here is the core part of the Apex-MAP code used to model the data access:

```
Repeat N Times
  GenerateIndexArray (ind)
  CLOCK(start)
  For (j=0; j < I; j++)
    For (k=0; k < L; k++)
      sum += data[ind[j]+k]
  CLOCK(end)
  RunningTime += end - start
End Repeat
```

The `GenerateIndexArray` function will compute the random starting addresses and fill them in an index buffer $ind$ whose length is set by parameter $I$. The parameter $I$ is used to specify the maximum number of blocks for which no data dependencies exist and data access can occur in parallel. This parameter, together with parameter $L$, sets the upper limit for effective data prefetching and vectorization.

The data stream generated by Apex-MAP can be used to simulate the memory access patterns of many scientific kernels and applications. For example, a sequential access to a large array of size $S$ can be simulated by setting $M = S$, $L = S$, $I = 1$, and $\alpha$ set to any value. The value of $\alpha$ is not important here, since the entire array is treated as one random block and thus the starting address is the first element of the array regardless of its value. For random access, such as the memory access pattern in RandomAccess of HPC
Challenge Benchmark Suite [171], the stream can be generated by setting $M$ to be the table size, $L = 1$, $\alpha = 1$, and setting $I$ to the number of access times. Each element is regarded as a data block in Apex-MAP.

8.4 Using Apex-MAP to Assess Processor Performance

One feature that distinguishes Apex-MAP from other performance benchmarks is that its input parameters can be varied independent of each other between extreme values. This allows one to generate continuous performance surfaces, which can be used to explore the performance effects of all potential values of the characterizing parameters. By examining these surfaces, we can understand how changes in spatial or temporal locality affect the performance and which factors are more important on a specific system. Moreover, we can compare these performance surfaces across different platforms and explore the advantages and disadvantages of each platform. Most current benchmark suites consist of a fixed set of application codes, which strongly limits the scope of performance behavior patterns they can explore. The results of such application benchmarks provide very good indications how similar applications will perform, but they are not very helpful for other applications.

As an example, Figure 8.3 and Figure 8.4 display the performance surfaces for a superscalar processor, the Itanium II, and a vector processor, the Cray X1. The $Z$-axis shows average CPU cycles per data access in logarithmic scale. The performance surfaces of these two kinds of processors differ significantly from each other. For the Itanium, both the temporal locality and the spatial locality affect the performance substantially. The worst performance occurs when both temporal locality and spatial locality reach the lowest point we have tested ($\alpha = 1$, $L = 1$), for which roughly 100 cycles are needed per data access. Increasing either the temporal locality or spatial locality reduces the average number of cycles per data access needed. The Itanium II needs only 0.77 cycles for $\alpha = 0.001$ and $L = 2048$. However, further increasing the spatial locality does not improve performance much. Moreover, we can find that temporal locality and spatial locality can be substituted for each other to some degree. The line of equal access speed of $Z = 10$ illustrates this as it is almost diagonal. A reduction of temporal locality could be compensated by increase in spatial locality and vice versa.

For the Cray X1, the spatial locality affects the performance much more prominently. The X1 can easily tolerate a decrease in temporal locality but is very sensitive to the loss of spatial locality (and the corresponding reduction in vector-length). In the $\alpha$ direction, increasing the temporal locality does not significantly change the Cycles/Access ratio, so that the performance line is fairly flat. However, increasing the spatial locality sharply reduces the number of cycles needed per data access. The differences between these two
kinds of performance surfaces clearly reflect their different design concepts. Cache-based superscalar processors depend on the elaborate cache and memory hierarchies to take advantage of both temporal and spatial locality while vector processors typically have sophisticated memory access sub-systems, which makes them insensitive to the lack of temporal locality. Programmers therefore only have to focus on expressing and exploiting spatial locality.
8.5 Apex-MAP Extension for Parallel Architectures

8.5.1 Modeling Communication for Remote Memory Access

Apex-MAP is designed to use the same three main parameters for both the sequential version and parallel version. These parameters are the global memory size $M$, the measure of temporal locality $\alpha$, and the measure of spatial locality $L$. For the parallel version, an important question is whether the effects of temporal locality and process locality should be treated independently of each other, by implementing different parameters and execution models for them, or if global usage of the temporal locality model can provide a sufficient first approximation of the data access behavior of scientific application kernels. For the parallel execution of a single scientific kernel, any method to divide the problem to increase process locality should also be usable to improve temporal locality in sequential execution. At the same time, any algorithm with good temporal locality should, in turn, exhibit good process locality in a parallel implementation. Thus the only cases where process and temporal localities can differ substantially would be algorithms for which the problem to be solved in each process is different from the problem between processes. One example would be the embarrassingly parallel execution of a kernel with low temporal locality by running multiple copies of the individual problem with different parameters at the same time and thus generating high process locality. For simplicity reasons we therefore decided to treat temporal and process locality in a unified way by extending the sequential temporal locality concept to global memory access in the parallel case. One important implementation detail here is that we access the global array only with load operations, which avoids any possibility of race conditions for memory update operations.

Temporal locality in actual programs arises from several sources. In some cases (e.g., a blocked matrix-matrix multiply operation), variables are not used for long periods of time but once they are used they are reused in close time proximity in numerous repetitions. Overall, however, all variables are accessed with equal frequency. In other codes (e.g., matrix-vector multiplication), some variables are simply accessed more often than others (in our example the elements of the original vector). Exploiting these different flavors of temporal locality in the sequential case requires different caching strategies such as dynamic caching in our first example and static caching in our second example. In practice, dynamic caching is used almost exclusively as it also tends to work reasonably well in many (but not all!) situations that one might think would require static caching. Apex-MAP clearly uses more frequent accesses to certain addresses to simulate the effects of temporal locality. In the parallel case, the difference between these flavors becomes more important as placement (and possibly sharing) of data and their affinity to processes becomes a performance issue. In Apex-MAP we assume that each process accesses certain variables more often and that these variables can be placed in memory closer
to this process. We do not address the different question of how to address and exploit temporal locality in cases where overall all variables are accessed with equal frequency and thus data placement is an ineffective strategy for exploiting temporal locality. Apex-MAP also assumes that sharing of variables is not a performance constraint, as we are only reading global data but do not modify them.

**FIGURE 8.5:** Effect of $\alpha$ on Hit/Miss rates and ratio of local to remote data requests.

In the parallel version of Apex-MAP, the global data array of size $M$ is now evenly distributed across all processes. Data will again be accessed in block mode, i.e., $L$ continuous memory addresses will be accessed in succession and the block length $L$ is used to characterize spatial locality. The starting addresses $X$ of these data blocks are computed in advance by using a non-uniform random address generator driven by a power function with the shape parameter $\alpha$. Each process computes its own global address-stream using the same power distribution function. However, these global addresses will be adjusted based on the rank of the process so that each process accesses its own memory with the highest probability. Then, for each index tested, if the addressed data resides in local memory, the computation proceeds immediately, whereas if it resides in remote memory, it is fetched into local memory first. The following is the flowchart of a parallel implementation:
Repeat N Times
  GenerateIndexArray (ind)
  CLOCK(start)
  For (j=0; j < I; j++)
    If (data not in local memory)
      GetRemoteData()
    Endif
    Compute()
  CLOCK(end)
  RunningTime += end - start
End Repeat

Apex-MAP is designed to measure the rate at which global data can be fed into the CPU itself and not only into the memory or into cache. Therefore, it is essential that an actual computation be performed in the compute module. This computation is currently a global sum of all accessed array elements. The frequency with which remote data access occurs is mainly determined by the temporal locality parameter \( \alpha \). For example, for 256 processes and \( \alpha = 1 \) the data accesses follow a uniform random distribution and the percentage of remote accesses is \( \frac{255}{256} = 99.6\% \) (Figure 8.5). With the increase of temporal locality, the percentage reduces to 0.55% when \( \alpha = 0.001 \).

One major nontrivial issue is how the remote access is carried out. The actual implementation will be highly affected by the available parallel programming paradigm and different programming styles [319]. However, we assume that the operation for different indices is independent and multiple remote accesses can be executed independently of each other at the same time.

### 8.5.2 Assessing Machine Scaling Behavior Based on Apex-MAP

In this section, we first study the effectiveness of the parallel Apex-MAP. Then we show how to use Apex-MAP results to study the performance scalability of different systems.

The parallel version of Apex-MAP was developed using two-sided Message Passing Interface (MPI) calls, since that is the most popular and portable parallel programming model available today. Since in Apex-MAP the process numbers for message exchanges are generated based on a non-uniform random access, we decided to use non-blocking, asynchronous MPI functions in order to avoid blocking and deadlock. Given our non-deterministic random message pattern, it was not clear if a scalable implementation of Apex-MAP in MPI was possible. To that end, we studied the effectiveness of the parallel Apex-MAP methodology on three platforms: Seaborg, Cheetah, and Phoenix:

- **Seaborg** is an IBM Power3 based distributed memory machine at Lawrence Berkeley National Laboratory. Each node has 16 IBM Power3 processors running at the speed of 375 MHz. The peak performance of
each processor is 1.5 Gflop/s. Its network switch is the IBM Colony II, which is connected to two “GX Bus Colony” network adapters per node.

- **Cheetah** is a 27-node IBM p690 system at Oak Ridge National Laboratory. It employs the IBM Federated switch, where each node has 32 Power4 processors at 1.3 GHz. The peak performance of each processor is 5.2 Gflop/s.

- **Phoenix** is a Cray X1 platform at Oak Ridge National Laboratory consisting of 512 multi-streaming vector processors (MSPs). Each MSP has four single-stream vector processors and a 2 Mbyte cache. Four MSPs form a node with 16 Gbyte of shared memory. The inter-connect functions as an extension of the memory system, offering each node direct access to memories on other nodes.

![Performance of Apex-Map for Uniform Random Access](image)

**FIGURE 8.6:** Scalability of Apex-MAP and its performance model for three different block sizes ($L=1, 64, 4096$) on Seaborg.

Figure 8.6 shows the increasing performance up to several processors on these three platforms, for the uniform pseudorandom distribution. We find that the Apex-MAP results on many systems follow a very simple performance model (also shown in Figure 8.6) of $A + B \log_2 P$, where $A$ and $B$ are parameters characterizing levels of system hierarchy and $P$ is the number
of processors. To achieve such high scalability for this type of code requires deciding carefully on numerous implementations related details [319].

We can then use Apex-MAP to analyze the scalability of different systems. We focus on low temporal locality ($\alpha = 1$) since codes with high temporal locality usually scale better. As an example, we analyze the cross-section bandwidth of the $L = 4096$ on these three systems in Figure 8.7.

FIGURE 8.7: The performance scalability of Apex-MAP on different systems with $L=4096$ words and $\alpha=1$ (random access).

The two SMP based IBM systems scale well within their symmetric multi-processor (SMP) units (i.e., up to 16 processors on, and up to 32 on Cheetah), but show a performance drop if we start using more than a single SMP. For larger numbers of SMPs, cross-section bandwidth starts scaling again. The architecture of the Phoenix system is not hierarchical and shows no such effect of architectural hierarchies. Its performance scales up very well across the whole range of processors tested. The total aggregate bandwidth of 16 processors of the Phoenix system is almost equal to the total aggregate bandwidth of 256 processors on Cheetah and 1024 processors on Seaborg.
8.5.3 Using Apex-MAP to Analyze Architectural Signatures

The above IBM SP systems have a very hierarchical architecture, with several levels of cache, large SMP nodes, and distributed global memory. The Cray vector system is designed without traditional caches, no obvious SMP structure, and a comparable flat global interconnect structure. To compare the Apex-MAP performance surfaces for these different classes of architectures, we show side-by-side contour-plots of Seaborg and Phoenix in Figure 8.8 and 8.9. For the IBM systems, the area of highest performance is of rectangular shape and clearly elongated parallel to the spatial locality axis, while for the Cray system it is elongated parallel to the temporal locality axis. The IBM system can tolerate a decrease in spatial locality more easily but is much more sensitive to a loss of temporal locality. This reflects the elaborate cache and memory hierarchy on the individual nodes as well as the global system hierarchy, which also heavily relies on reuse of data as the interconnect bandwidth is substantially lower than the local memory bandwidth.

The Cray system can much more easily tolerate a decrease in temporal locality, but it is sensitive to a loss in spatial locality. This reflects an architecture that depends very little on local caching of data and an interconnect bandwidth equal to local memory bandwidth. To see such a clear signature of the Cray architecture is even more surprising considering that we use an MPI based benchmark, which does not fully exploit the capability of this system. The lines of equal performance on the Cray system are in general more vertical than diagonal as with the IBM system, which further confirms our interpretation. These differences in our performance surfaces overall clearly reflect the different design philosophies of these two different systems and demonstrate the utility of our approach.

8.6 Apex-MAP as an Application Proxy

The performance rates of most present-day scientific applications today are dominated by the cost of memory operations. However, to provide a complete understanding of the platform performance, it is not enough to characterize the data access only. Other performance factors, such as the numerical computation rate, must also be considered. In this section, we first discuss how Apex-MAP’s capability can be enhanced by adding more characterization parameters. Then we show how to develop Apex-MAP performance proxies and how to validate the resulting models.
FIGURE 8.8: Contour plots of the performance surfaces for Seaborg.

FIGURE 8.9: Contour plots of the performance surfaces for Phoenix.

8.6.1 More Characterization Parameters

In the above sections, Apex-MAP focused on data movement and used only three parameters, namely memory size, temporal locality and spatial locality, to characterize data access streams. In this section, we enhance Apex-MAP’s capability to measure the performance effects of functional units by
adding new concepts for characterizing computations and refining the characteriza-
tion of data access to consider the effect of write operations and data
prefetching. The new characterization parameters are computational intensity
(C), register pressure (R), data store methods (S), and data independence (I).

- **Data Independence** (I) specifies the maximum number of blocks (the
  \( L \) contiguous memory locations accessed in succession is considered as
  one block) for which no data dependencies exist and data access can
  occur in parallel. This parameter sets the upper limit for effective data
  prefetching and vectorization.

- **Data Store Mode** (S) is used to define whether the final results will be
  stored in a vector or a scalar variable so that Apex-MAP can characterize
  both read and write operations.

- **Computational Intensity** (C) defines the ratio of floating-point opera-
tions to data access. Higher computational intensity could help to make
full use of the computing units and alleviate the requirements to the
memory system. Its performance effects may vary across different architec-
tures, since it is related to the number of available computing units,
the effectiveness of compilers and schedulers, and other factors.

- **Register Pressure** (R) defines the required number of registers to exe-
cute the code as a measure of computational complexity. The register
pressure is increased when more variables are used, or more different
sub-expressions appear.

### 8.6.2 The Kernel Changes for Apex-MAP

In order to incorporate these new parameters into Apex-MAP, the memory
access kernel needs to be extended. The data dependence parameter is actually
the parameter \( I \) we have used earlier, which controls the number of starting
addresses generated in advance. Therefore, nothing needs be changed for it.
To store the computational results, now we have two options. One is to use
the scalar variable as in the original kernel. Another option is to use a vector
in the left side of the loop statement instead of a scalar.

The computational kernel is designed to satisfy the following criteria:

- Allows Apex-MAP to exhibit close to peak performance.
- Uses only fused multiply-add operations.
- Has no common sub-expressions or the like to avoid compiler optimiza-
tions.
- Is not easily “defeated” by the compiler via loop-splitting, etc.
- Has no indirect array writes.
• Has no true dependencies in the loop.

The effect of the register pressure \( R \) is reflected by dividing the whole memory size \( (M) \) into \( R \) variables and use \( R \) statements in the loop as illustrated below, which is an example of the computational kernel for \( C = 2 \) and \( R = 2 \):

```
Repeat N times
Generate Index Array(ind);
CLOCK(start);
  for (j=0; j < I; j++) {
    for (k = 0; k < L; k++) {
      W0+=c0*(data0[ind[j]+k] +c0*(data1[ind[j]+k]));
      W1+=c1*(data1[ind[j]+k] +c1*(data0[ind[j]+k]));
    }
  }
CLOCK(end);
RunningTime += end - start
End Repeat
```

For different values of parameters \( C \), \( R \) and \( S \), the Apex-MAP kernels will be different. Therefore, we have used a code generator to produce different parameterized code segments to generate varying levels of register utilization and computational intensities. The implementation details could be find at [http://ftg.lbl.gov/Apex/Apex.shtml](http://ftg.lbl.gov/Apex/Apex.shtml).

Note that the original Apex-MAP model is just a special case of the current version with \( C = 1 \) and \( R = 1 \).

### 8.6.3 Determining Characteristic Parameters for Kernel Approximations

Ideally, a tool should be developed to automatically extract the parameters needed by Apex-MAP by analyzing the source code or based on performance profiling, such as the tools used in [227, 335]. However, such a tool is still under development and is not ready yet. In the paper [318], a statistical backfitting method had been used to find the characterization parameters \( L \) and \( \alpha \). With more than two parameters, this approach becomes prohibitively expensive. Therefore, for the time being, the parameters are characterized based on problem-size parameters and code inspection. For each kernel, we select five data sets which cover a wide range of the potential problem sizes so that our parameters will not be limited to one specific input data set. Parameters selected in this fashion are, in the spirit of the concepts of Apex-MAP, independent of the hardware used for our experiments. In some cases, parameters could not be easily determined this way because optimized library code was not easily analyzable or temporal locality parameters could not be deduced from the input data sets. In these cases, we determined appropriate values of
some parameters by partial fitting to data, and we took extra care to check if fitted values matched our understanding of the code in question.

Typically we started by using a single data stream to approximate the performance behavior of the code. However, for some more complex applications, approximations with one stream are not sufficient. Two or more streams may be needed. If more than one stream are needed, they are either merged into one loop body if possible or they are measured by Apex-MAP separately and their performances are combined together algebraically. How to combine the measured performances for the separate streams depends on their inherit relations or profiling information.

### 8.6.4 Measuring the Quality of Approximation

After determining the parameters, we execute Apex-MAP with these parameter settings on several computational platforms and compare the performance results of Apex-MAP with the kernel performances and analyze their differences. We use two measures to examine the accuracy of using Apex-MAP to predict performance for the kernels. One commonly used statistical measure, the coefficient of determination $R^2$, quantifies the predictive capability of Apex-MAP. Our goal is for Apex-MAP to predict the performance with 90% confidence, i.e., the values of $R^2$ between series of application results and Apex-MAP results should not be less than 0.9.

Another simpler criterion is to examine the percentage of the performance difference between an application and Apex-MAP with corresponding parameters. Considering the generality of Apex-MAP, we consider it very satisfactory if Apex-MAP can predict the performance within 10% difference.

### 8.6.5 Case Studies of Applications Modeled by Apex-MAP

In this section, we will show some examples of how to use Apex-MAP to model the application performance. In particular, we picked four scientific kernels, Random Access, STREAM, DGEMM, and FFT from HPC Challenge benchmark suite. These four kernels represent the four corner cases in a two-dimensional temporal-spatial space as described in [171]: low temporal locality and low spatial locality (Random Access), low temporal locality high spatial locality (STREAM), high temporal locality high spatial locality (DGEMM), and high temporal locality low spatial locality (FFT). If the values of the characterization parameters are not discussed specifically, their default values are used. The default values are set to one, except for $I$, whose default value is set to 1024.

#### 8.6.5.1 Test Environment

We tested Apex-MAP on three very different platforms: Jacquard, Bassi, and PSI:
• **Jacquard** is an Infiniband cluster built with 320 dual-socket Opteron nodes. Each node contains two single-core 2.2 GHz Opteron processors. The theoretical peak performance of a processor is 4.4 GFlop/s. The L1 data cache size is 64 Kbyte and the L2 cache size is 1 Mbyte. Processors on each node share 6 Gbyte of memory. The OS running on the nodes is Linux version 2.6.5-7.283-smp-perf. The compiler on this platform is PathScale v3.2.

• **Bassi** is a 122-node Power5-based IBM system. Each node contains eight 1.9 GHz Power5 processors with a theoretical peak performance of 7.6 GFlop/s each. Processors on each node have a shared memory pool of 32 Gbyte. The L1 data cache size of a processor is 32 Kbyte. The L2 and L3 cache sizes are 1.92 Mbyte and 36 Mbyte, respectively. The compiler is IBM XL C/C++ Enterprise Edition V8.0 for AIX.

• **PSI** is a cluster with different kinds of nodes. The nodes we used are Dell PowerEdge 1950. Each node has two quad-core Intel Xeon CPU E5345 processors running at 2.33 GHz. The primary cache (L1) size for a core is 32 Kbyte. The L2 cache size for a processor is 4 Mbyte. The shared memory on a node is 16 Gbyte. The OS system is Linux 2.6.18 (64-bit em64t). The peak performance for a core is 9.332 GFlop/s. The compiler is Intel compiler icc/ifort version 10.1.

8.6.5.2 Random Access

*Algorithm Description:* Random Access has been used to measure the peak capability of the memory system in terms of giga updates per second (GUPS). GUPS is calculated by identifying the number of memory locations that can be randomly updated in one second. Each update is a read-modify-write operation. The core part of this code is:

```c
for (i=0; i<NUPDATE/128; i++) {
for (j=0; j<128; j++) {
    ran[j] = (ran[j] << 1) ^ ((int) ran[j] < 0 ? POLY : 0);
    Table[ran[j] & (TableSize-1)] ^= ran[j];
}
}
```

There are total TableSize data elements and all of them are held in the Table array. There are total NUPDATE update operations. 128 target addresses are pre-computed and serve as the starting base to compute the new updated addresses. According to the description of this HPC Challenge benchmark, each thread would be permitted to look ahead up to 1024 random addresses, but the downloaded sequential code uses 128 only.

*Parameter Derivation and Matching Results:* The Memory size ($M$) for the stream is equal to TableSize. Each time only one address is updated and
there is almost no relationship between the address to be updated and the next one, therefore, in Apex-MAP, the spatial locality $L$ is defined to be one (low spatial locality), and the temporal locality $\alpha$ is also one (low temporal locality). The result store mode $S$ is set to vector since after the data has been modified, all the results will be written back to the Table array. The computational intensity $C$ is set as four operations are needed to compute the new address and new contents. The independent number of data blocks ($I$) is set as 128 since there are total 128 pre-computed addresses.
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**FIGURE 8.10:** The performances of RandomAccess and Apex-MAP with corresponding parameters.

RandomAccess reports the final results in terms of GUPS. In order to compare with the Apex-MAP results, which reports in terms of Mbyte/s, the GUPS values are converted into Mbyte/s by timing the results with $\text{sizeof}(\text{unsigned long long, i.e., u64Int}) \times 1000$. The performance results of RandomAccess and the Apex-MAP with corresponding parameters on these three platforms are shown in Figure 8.10. Bassi shows the best match and both programs deliver very similar performance. On the Intel PSI platform, the results also match quite well, especially for the largest data set, they deliver almost identical results. On Jacquard, the RandomAccess results falls below the Apex-MAP results. Further experimental results showed that if the computational intensity $C$ was increased from four to eight, Apex-MAP could approximate RandomAccess performance much better (labeled as Jacquard, Apex\(^8\)). A major difference between Apex-MAP and RandomAccess is the basic data type used. Apex-MAP uses eight-byte floating-point computations
to orchestrate the computational intensity while in RandomAccess the computations used are logical and integer operations. These different data types and operations appear to lead to different execution conditions on different platforms and force us to adjust the value of the parameter $C$ accordingly on Jacquard.

### 8.6.5.3 DGEMM

**Algorithm Description:** DGEMM is a subroutine in the Basic Linear Algebra Subprograms that performs the following matrix multiplication: $C = \gamma AB + \delta C$. On almost all high-performance platforms, vendors have provided optimized implementations in their libraries. One critical optimization technique for DGEMM is to decompose the input matrices into smaller blocks, so that the final result could be accumulated from the results of these smaller blocks. This decomposition provides better spatial and temporal locality for the matrix data. Therefore, a high percentage of peak performance is expected, especially after vendor’s specific optimization on their platforms. In our test $\gamma$ is set to 1.0, and we do not transpose any matrices.

**Parameter Derivation and Matching Results:** Since we do not have access to the vendor’s source code, the Apex-MAP parameters are largely determined by our knowledge of the used optimization techniques and by experiments. Due to the matrix decomposition approach and vendor implementation, very high temporal locality is assumed and its value $\alpha$ is set to be 0.001. The spatial locality $L$ is set to 4096, which represents the same amount of data as the commonly used $64 \times 64$ block size. Assuming fully optimized library DGEMM routines, we set the computational intensity $C$ to the value that obtains optimal performance on a platform. Its value is set to 12 on Jacquard, and Bassi. However, on the Intel PSI platform increasing the computational intensity to such high values does not necessarily improve performance. By experiments, we find that the best performance on this platform is delivered with $C = 2$.

Figure 8.11 shows the performance of DGEMM and Apex-MAP on three different platforms across different matrix sizes. First, we notice that the DGEMM performance is consistent across different matrices. This is because the DGEMM function is provided by the vendors and has been highly optimized. Usually very high performance efficiency can be expected. On Jacquard, the Apex-MAP performance is very close to DGEMM. Similarly on Bassi, the results of Apex-MAP and DGEMM are also very close, except for the smallest matrix, where the Apex-MAP result is about 7% lower than that of DGEMM. This is probably due to the fact that for smaller data sets, other kind of optimizations in addition to the block decomposition have also been applied, making it more efficient. On PSI, for the smallest data set, Apex-MAP and DGEMM deliver almost identical results. For larger matrices, DGEMM performs better. However, the performance difference is below 9%.
The DGEMM subroutine is the dominant time-consuming part for HPL program when matrix size is not too small. Therefore, the parameters derived for DGEMM should also work for HPL.

8.6.5.4 STREAM

Algorithm Description: Stream [317] is a well recognized and widely used kernel to measure the memory bandwidth. It measures four operations for arrays: Copy, Scale, Add, and Triad. In our study we focus on Triad since it is more often used in the real applications. The code for Triad looks like the following:

```c
for (j=0; j<N; j++)
    A[j] = B[j]*scalar+C[j];
```

Parameter Derivation and Matching Results: There are three vectors here, \(A, B\) and \(C\). Since both \(B\) and \(C\) will be read concurrently, the number of registers \(R\) is set to be two. The memory size \(M\) is set to \(2N\), the sum of the array sizes of \(B\) and \(C\). Since the computation results will be stored in array \(A\), the data store mode \(S\) is set as VECTOR. The spatial locality \((L)\) is \(N\), the length of the vector array of \(B\) and \(C\). There is no data reuse. Therefore the temporal locality \((\alpha)\) is set as 1. The maximum number of independent block is also set as 1 due to the high spatial locality equals \(N\).

The results of Stream and Apex-MAP with corresponding parameters are
shown in Figure 8.12. On Bassi, the two sets of results match well for larger data sets. For smaller data sets, the Apex-MAP performs better, but the difference is less than 10%. By analyzing the code, we find that Stream uses static memory allocation, while Apex-MAP uses dynamic memory allocation. By intuition we would expect that such a difference should not cause a large performance difference for such simple codes. However, by changing the memory allocation method in Stream from static to dynamic, we find that Stream could perform as well as Apex-MAP.

On Jacquard, Apex-MAP performs a little better than Stream. Similar to Bassi, the difference could be reduced by changing the static memory allocation to dynamic memory allocation in Stream. The best results are obtained on PSI, where they deliver almost same performance.

8.6.5.5 FFT

*Algorithm Description:* The code is obtained from the HPC Challenge benchmark. Our experiment is focus on the one-dimensional double complex fast Fourier transform (FFT), which named zfft1d. Although it is intended to solve one-dimensional FFT, in the implementation the one-dimensional data
is actually stored into a two-dimensional matrix, so that the FFT can be done in parallel. Therefore, like many other two-dimensional FFTs, the entire solving process is done in five steps: (i) transpose the matrix, (ii) perform a one-dimensional FFTs on local rows in block mode, (iii) multiply the elements of the resulting matrix by the corresponding roots of unity and transpose the resulting matrix, (iv) perform one dimensional FFTs on rows, and finally (v) transpose the matrix again. So altogether there are three matrix transpositions and two local-node FFTs. In the original implementation, the three transposes are implemented differently, perhaps for cache reuse purpose. However, these subtle differences may cause significantly performance variations on different platforms. In such cases, we replace the slower implementation by the faster one. Here an efficient block transpose is used for performance improvement.

Parameter Derivation and Matching Results: Here we use a two-stream approach, one for the transpose (FFT,T) and another for the local FFT computation (FFT,C). For the transpose stream, the memory size $M$ is the matrix size. The spatial locality $L$ is the block size, and the results are stored in VECTORS $S$. For FFT,C, a double memory size $M$ is selected due to additional memory used in performing the local FFTs. The spatial locality $L$ is also selected as the block size. However, the temporal locality $\alpha$ is difficult to determine from the code. After some experimentation, we set to be 0.12. We set the computational intensity $C$ to two.

After we obtained the results of these two streams separately, we combined them based on the following formula: $1/(1/P_{FFT,C}+1/(P_{FFT,T+Ratio}))$. Here $P_{FFT,C}$ is the performance of the local FFT,C stream in terms of Mflop/s. $P_{FFT,T}$ is the performance of the transpose stream in terms of Mbyte/s. The Ratio is computed by dividing the number of floating point operations needed by two local FFTs by the number of data movement in the three transposes. This is an intrinsic attribute of FFT computations and is only related to the problem size.

The well matching results between the FFT results and Apex-MAP simulated results are displayed in Figure 8.13.

8.6.6 Overall Results and Precision of Approximation

In this section, we discuss the overall ability to use Apex-MAP to predict performance for scientific kernels. First, we use a statistical measure, the coefficient of determination $R^2$, to see how well Apex-MAP predicts the performance for the kernels. Then, we compute the percentage performance difference between the Apex-MAP and the kernels. Considering the wide variety of HPC applications and platforms, our goal is to expect Apex-MAP to predict the performance across a range of data sets with 90% accuracy. Next we summarize the Apex-MAP parameters for these kernels and position each kernel in a temporal-spatial locality map. Finally, we discuss some lessons we learned for developing a portable performance proxy across HPC platforms.
FIGURE 8.13: The performances of 1D FFT and Apex-MAP with corresponding parameters.

8.6.6.1 Coefficient of Determination $R^2$

The coefficient of determination is a measure used widely in statistical and modeling community to determine how certain one can be in making predictions from a model, graph, proxy, or simulation. It is the square of the linear correlation coefficient $r$. The mathematical formula for computing the $r$ is:

$$r = \frac{\sum(x - \bar{x})(y - \bar{y})}{\sqrt{\sum(x - \bar{x})^2\sum(y - \bar{y})^2}},$$ \hspace{1cm} (8.2)

where $x$ and $y$ are the series of Apex-MAP results and kernel results respectively, and $\bar{x}$ and $\bar{y}$ are the average of series $x$ and $y$. The computed $R^2$ values are shown in Table 8.1. Usually, a value of over 0.8 is considered “strong” correlation [282]. A value of 1.00 indicates a perfect correlation between Apex-MAP and a kernel. For most cases, the values are at least above 0.98. In the worst case, the value is 0.92.

8.6.6.2 Percentage of Performance Difference

Another way to measure the predictive ability of Apex-MAP is to look at the relative difference between Apex-MAP results and the actual measured performance for kernels for a range of data sets.

Table 8.2 displays the absolute performance numbers and the percentage of performance difference between Apex-MAP and kernels on the three test
TABLE 8.1: The coefficients of determination between Apex-MAP results and kernel results

<table>
<thead>
<tr>
<th></th>
<th>Jacquard</th>
<th>Bassi</th>
<th>PSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>GUPS</td>
<td>0.998</td>
<td>0.967</td>
<td>0.993</td>
</tr>
<tr>
<td>DGEMM</td>
<td>0.966</td>
<td>0.965</td>
<td>0.959</td>
</tr>
<tr>
<td>STREAM</td>
<td>0.922</td>
<td>0.995</td>
<td>1.000</td>
</tr>
<tr>
<td>FFT</td>
<td>0.925</td>
<td>0.940</td>
<td>0.969</td>
</tr>
</tbody>
</table>

platforms. Positive percentages indicate that Apex-MAP performs better than the kernel, while the negative ones indicate that Apex-MAP performs worse. We find that for all cases the relative performance difference is less than 10%, satisfying our goal.

8.7 Limitations of Memory Access Modeling

- Characterization tools Currently, the automatic characterization tools for Apex-MAP is still under development. The characterization process is largely depend on code inspection and experiments. This may seriously increase the characterization difficulty. Also when more than one streams are needed, Apex-MAP is lack of a consistent way to combine the results of these multiple streams.

- Large-scale full applications
  Apex-MAP has not been applied to large-scale full applications yet.

- Computational Intensity
  The computational intensity needed for a stream may be different across different platforms. The value of this parameter is affected by the balance among hardware functional units, the compiler efficiency, and other factors.
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**TABLE 8.2:** The absolute performance and percentage of performance difference

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Jacqaud</th>
<th>Bassi</th>
<th>PSI</th>
<th>Jacqaud</th>
<th>Bassi</th>
<th>PSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Access (Mbyte/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>126</td>
<td>121</td>
<td>76</td>
<td>83</td>
<td>184</td>
<td>177</td>
<td>-4.23</td>
</tr>
<tr>
<td>112</td>
<td>109</td>
<td>63</td>
<td>66</td>
<td>165</td>
<td>160</td>
<td>-2.79</td>
</tr>
<tr>
<td>90</td>
<td>91</td>
<td>57</td>
<td>54</td>
<td>149</td>
<td>140</td>
<td>0.78</td>
</tr>
<tr>
<td>72</td>
<td>77</td>
<td>48</td>
<td>47</td>
<td>130</td>
<td>124</td>
<td>6.46</td>
</tr>
<tr>
<td>63</td>
<td>67</td>
<td>37</td>
<td>39</td>
<td>100</td>
<td>100</td>
<td>5.67</td>
</tr>
<tr>
<td>DGEMM (Mflop/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3708</td>
<td>3716</td>
<td>7128</td>
<td>6642</td>
<td>7995</td>
<td>7968</td>
<td>0.21</td>
</tr>
<tr>
<td>3855</td>
<td>3708</td>
<td>6774</td>
<td>6574</td>
<td>8488</td>
<td>7922</td>
<td>-3.82</td>
</tr>
<tr>
<td>3974</td>
<td>3689</td>
<td>6690</td>
<td>6565</td>
<td>8516</td>
<td>7914</td>
<td>-6.94</td>
</tr>
<tr>
<td>3983</td>
<td>3700</td>
<td>6705</td>
<td>6578</td>
<td>8591</td>
<td>7896</td>
<td>-7.11</td>
</tr>
<tr>
<td>3984</td>
<td>3701</td>
<td>6709</td>
<td>6574</td>
<td>8523</td>
<td>7907</td>
<td>-7.09</td>
</tr>
<tr>
<td>STREAM (Mbyte/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2677</td>
<td>2807</td>
<td>13442</td>
<td>14431</td>
<td>4747</td>
<td>4825</td>
<td>4.86</td>
</tr>
<tr>
<td>2686</td>
<td>2795</td>
<td>13342</td>
<td>13941</td>
<td>4098</td>
<td>3943</td>
<td>4.06</td>
</tr>
<tr>
<td>2685</td>
<td>2822</td>
<td>7624</td>
<td>7306</td>
<td>4082</td>
<td>3940</td>
<td>5.10</td>
</tr>
<tr>
<td>2771</td>
<td>2859</td>
<td>6764</td>
<td>7007</td>
<td>4094</td>
<td>3937</td>
<td>3.18</td>
</tr>
<tr>
<td>2792</td>
<td>2650</td>
<td>6652</td>
<td>7000</td>
<td>4092</td>
<td>3933</td>
<td>-5.09</td>
</tr>
<tr>
<td>FFT (Mflop/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>815</td>
<td>852</td>
<td>1905</td>
<td>1850</td>
<td>2439</td>
<td>2218</td>
<td>4.52</td>
</tr>
<tr>
<td>818</td>
<td>801</td>
<td>1879</td>
<td>1957</td>
<td>1733</td>
<td>1723</td>
<td>-2.02</td>
</tr>
<tr>
<td>829</td>
<td>794</td>
<td>1829</td>
<td>1846</td>
<td>1546</td>
<td>1453</td>
<td>-4.30</td>
</tr>
<tr>
<td>692</td>
<td>645</td>
<td>1440</td>
<td>1324</td>
<td>1496</td>
<td>1361</td>
<td>-6.81</td>
</tr>
<tr>
<td>605</td>
<td>589</td>
<td>1051</td>
<td>1105</td>
<td>1355</td>
<td>1276</td>
<td>-2.60</td>
</tr>
</tbody>
</table>
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The Roofline model is a visually intuitive performance model constructed using bound and bottleneck analysis [362, 367, 368]. It is designed to drive programmers towards an intuitive understanding of performance on modern computer architectures. As such, it not only provides programmers with realistic performance expectations, but also enumerates the potential impediments to performance. Knowledge of these bottlenecks drives programmers to implement particular classes of optimizations. This chapter will focus on architecture-oriented roofline models as opposed to using performance counters to generate a roofline model.

This chapter is organized as follows. Section 9.1 defines the abstract architecture model used by the roofline model. Section 9.2 introduces the basic form of the roofline model, where Sections 9.3–9.6 iteratively refine the model with tighter and tighter performance bounds.

9.1 Introduction

In this section we define the abstract architectural model used for the Roofline model. Understanding of the model is critical in one’s ability to apply the Roofline model to widely varying computational kernels. We then introduce the concept of arithmetic intensity to the reader and provide several diverse examples that the reader may find useful in their attempt to estimate arithmetic intensity for their kernels of interest. Finally, we define the requisite key terms in this chapter’s glossary.

9.1.1 Abstract Architecture Model

The roofline model presumes a simple architectural model consisting of black boxed computational elements (e.g., CPUs, Cores, or Functional Units) and memory elements (e.g., DRAM, caches, local stores, or register files) interconnected by a network. Whenever one or more processing elements may access a memory element, that memory element is considered shared. In general, there is no restriction on the number or balance of computational and memory elements. As such, a large number of possible topologies exist, allowing the model to be applied to a large number of current and future computer architectures. At any given level of the hierarchy, processing elements may only communicate either with memory elements at that level, or with memory elements at a coarser level. That is, processors, cores, or functional units may only communicate with each other via a shared memory.

Consider Figure 9.1. We show two different dual-processor architectures. Conceptually, any processor can reference any memory location. However, Figure 9.1(a) partitions memory and creates additional arcs. This is done to convey the fact that the bandwidth to a given processor may depend on which
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FIGURE 9.1: High-level architectural model showing two black-boxed processors either connected to separate memories (a) or to a common shared memory (b). The arrows denote the ISA’s ability to access information and not necessarily hardware connectivity.

memory the address may lie in. As such, these figures are used to denote non-uniform memory access (NUMA) architectures.

9.1.2 Communication, Computation, and Locality

With this model, a kernel can be distilled down to the movement of data from one or more memories to a processor where it may be buffered, duplicated, and computed on. That modified data or any new data is then communicated back to those memories.

The movement of data from the memories to the processors, or communication, is bounded by the characteristics of the processor-memory interconnect. Consider Figure 9.1. There is a maximum bandwidth on any link as well as a maximum bandwidth limit on any subset of links i.e., the total bandwidth from or to memory 0 may be individually limited.

Computation, for purposes of this chapter, consists of floating-point operations including multiply, add, compare, etc. Each processor has an associated computation rate. Nominally, as processors are black boxed, one does not distinguish how performance is distributed among cores within a multicore chip. However, when using a hierarchical model for multicore (discussed at the end of this chapter), rather than only modeling memory-processor communication and processor computation, we will model memory-cache communication, cache-core communication, and core computation.

Although there is some initial locality of data in memory, once moved to processor, we may assume that caches seamlessly provide for locality within the processor. That is, subsequent references to that data will not generate capacity misses in 3C’s (compulsory, capacity, conflict) vernacular [165]. This technique may be extended to the cache hierarchy.
9.1.3 Arithmetic Intensity

Arithmetic intensity is a kernel’s ratio of computation to traffic and is measured in flops:bytes. Remember traffic is the volume of data to a particular memory. It is not the number of loads and stores. Processors whose caches filter most memory requests will have very high arithmetic intensities. A similar concept is machine balance [77] which represents the ratio of peak floating-point performance to peak bandwidth. A simple comparison between machine balance and arithmetic intensity may provide some insight as to potential performance bottlenecks. That is, when arithmetic intensity exceeds machine balance, it is likely the kernel will spend more time in computation than communication. As such, it is likely compute bound. Unfortunately such simple approximations gloss over many of the details of computer architecture and result in performance far below performance expectations. Such situations motivated the creation of the roofline model.

9.1.4 Examples of Arithmetic Intensity

Figure 9.2 presents pseudocode for three common kernels within scientific computing: calculation of vector magnitude, a stencil sweep for a 2D PDE, and dense matrix-matrix multiplication. Assume all arrays are double precision.

Arithmetic intensity is the ratio of total floating-point operations to total DRAM bytes. Assuming N is sufficiently large that the array of Figure 9.2(a) does not fit in cache and enough to amortize the poor performance of the square root, then we observe that it performs N flops while transferring only 8 · N bytes (N doubles). The second access to A[i] exploits the cache/register file locality within the processor. The result is an arithmetic intensity of 0.125 flops per byte.

Figure 9.2(b) presents a much more interesting example. Assuming the processor’s cache is substantially larger than 8 · N, but substantially smaller than 16 · N^2, we observe that the leading point in the stencil A[i, j+1] will eventually be reused by subsequent stencils as A[i+1, j], A[i, j], A[i-1, j], and A[i, j-1]. Although references to A[i, j] only generate 8 · N^2 bytes of communication, accesses to C[i, j] generate 16 · N^2 bytes because write-allocate

FIGURE 9.2: Arithmetic Intensities for three common HPC kernels including (a) dot products, (b) stencils, and (c) matrix multiplication.
cache architectures will generate both a read for the initial fill on the write miss in addition to the eventual write back. As the code performs $6 \cdot N^2$ flops, the resultant arithmetic intensity is $(6 \cdot N^2)/(24 \cdot N^2) = 0.25$.

Finally, Figure 9.2(c) shows the pseudocode for a dense matrix-matrix multiplication. Assuming the cache is substantially larger than $24 \cdot N^2$, then $A[i,j]$, $B[i,j]$, and $C[i,j]$ can be kept in cache and only their initial and write back references will generate DRAM memory traffic. As such, we observe the loop nest will perform $2 \cdot N^3$ flops while only transferring $32 \cdot N^2$ bytes. The result is an arithmetic intensity of $N/16$.

### 9.2 The Roofline

Given the aforementioned abstract architectural model and a kernel’s estimated arithmetic intensity, we create an intuitive and utilitarian model that allows programmers rather than computer architects to bound attainable performance. We call this model the “Roofline Model.” The roofline model is built using Bound and Bottleneck analysis [207]. As such we may consider the two principal performance bounds (computation and communication) in isolation and compare their corresponding times to determine the bottleneck and attainable performance. Consider Figure 9.1(b). Consider a simple homogeneous kernel that must transfer $B$ bytes of data from memory and perform $F$ floating-point operations on both $CPU_0$ and $CPU_1$. Moreover, assume the memory can support $PeakBandwidth$ bytes per second and combined, and the processors can perform $PeakPerformance$ floating-point operations per second. Simple analysis suggests it will take $\frac{F}{PeakBandwidth}$ seconds to transfer the data and $\frac{B}{PeakPerformance}$ seconds to compute on it. Assuming one may perfectly overlap communication and computation it will take:

$$\text{Total Time} = \max \left\{ \frac{F}{PeakPerformance}, \frac{B}{PeakBandwidth} \right\}$$  \hspace{1cm} (9.1)

Reciprocating and multiplying by $F$ flops, we observe performance is bound to:

$$\text{AttainablePerformance (Gflop/s)} = \min \left\{ PeakPerformance, \frac{PeakBandwidth \times \text{ArithmeticIntensity}}{B} \right\}$$  \hspace{1cm} (9.2)

Where Arithmetic Intensity is $F/B$.

Although a given architecture has a fixed peak bandwidth and peak performance, arithmetic intensity will vary dramatically from one kernel to the next and substantially as one optimizes a given kernel. As such, we may plot attainable performance as a function of arithmetic intensity. Given the tremendous range in performance and arithmetic intensities, we will plot these figures on a log-log scale.
Using the Stream benchmark [317], one may determine that the maximum bandwidth one can attain using a 2.3 GHz dual-socket × quad-core Opteron 2356 Sun 2200 M2 is 16.6 GB/s. Similarly, using a processor optimization manual it is clear that the maximum performance one can attain is 73.6 Gflop/s. Of course, as shown in Equation 9.2, it is not possible to always attain both, and in practice may not be possible to achieve either.

Figure 9.3 visualizes Equation 9.2 for this SMP via the black line. Observe that as arithmetic intensity increases, so to does the performance bound. However, at the machine’s flop:byte ratio, the performance bound saturates at the machine’s peak performance. Beyond this point, although performance is at its maximum, used bandwidth decreases. Note, the slope of the roofline in the bandwidth-limited regions is actually the machine’s Stream bandwidth. However, on a log-log scale the line always appears at a 45-degree angle. On this scale, doubling the bandwidth will shift the line up instead of changing its perceived slope.

This Roofline model may be used to bound the Opteron’s attainable performance for a variety of computational kernels. Consider three generic kernels, labeled 1, 2, and 3 in Figure 9.3, with flop:DRAM byte arithmetic intensities of about 1, 4, and 16 respectively. When mapped onto Figure 9.3, we observe that the Roofline at Kernel #1’s arithmetic intensity is in the bandwidth-limited region (i.e., performance is still increasing with arithmetic intensity). Scanning upward from its X-coordinate along the Y-axis, we may derive a performance bound based on the Roofline at said X-coordinate. Thus, it would be unreasonable to expect Kernel #1 to ever attain better than 16 Gflop/s. With an arithmetic intensity of 16, Kernel #3 is clearly ultimately compute-bound. Kernel #2 is a more interesting case as its performance is heavily dependent

\[\text{FIGURE 9.3: Roofline Model for an Opteron SMP. Also, performance bounds are calculated for three non-descript kernels.}\]
on exactly calculating arithmetic intensity as well as both the kernel’s and machine’s ability to perfectly overlap communication (loads and stores from DRAM) and computation. Failure on any of these three fronts will diminish performance.

In terms of the Roofline model, performance is no longer a scalar, but a coordinate in arithmetic intensity–Gflop/s space. As the roofline itself is only a performance bound, it is common the actual performance will be below the roofline (it can never be above). As programmers interested in architectural analysis and program optimization, we are motivated to understand why performance is below the roofline (instead of on it) and how we may optimize a program to rectify this. The following sections refine the roofline model to enhance its utility in this field.

9.3 Bandwidth Ceilings

Eliciting good performance from modern SMP memory subsystems can be elusive. Architectures exploit a number of techniques to hide memory latency (HW, SW prefetching, TLB misses) and increase memory bandwidth (multiple controllers, burst accesses, NUMA). For each of these architectural paradigms, there is a commensurate set of optimizations that must be implemented to extract peak memory subsystem performance. This section enumerates these potential performance impediments and visualizes them using the concept of bandwidth performance ceilings. Essentially a ceiling is structure internal to the roofline denoting a complete failure to exploit an architectural paradigm. In essence, just as the roofline acted to constrain performance to be beneath it, so too do ceilings constrain performance to be beneath them. Software optimization removes these ceilings as impediments to performance.

9.3.1 NUMA

We begin by considering the NUMA issues in the Stream benchmark as it will likely be illustrative of the solution to many common optimization mistakes made when programming multisocket SMPs. As written, there is a loop designed to initialize the values of the arrays to be streamed. Subtly, this loop is also used to distribute data among the processor sockets through the combination of a OpenMP pragma (#pragma omp parallel for) and the use of the first touch policy [134]. Although the virtual addresses of the elements appear contiguous, their physical addresses are mapped to the memory controllers on different sockets. This optimized case is well visualized in Figure 9.4(a). We observe the array (grid) has been partitioned with half placed in each of the two memories. When the processors compute on this data they find that the pieces of the array they’re tasked with using are in the memory to which
they have the highest bandwidth. If, on the other hand, the pragma were omitted, then the array would likely be placed in its entirety within memory\(_0\). As such, not only does one forgo half the system’s peak bandwidth by not using the other memory, but he also loses additional performance as link 1 likely has substantially lower bandwidth than 0 or 3, but must transfer just as much data. We may plot the resultant bandwidth on the Roofline figure to the right. We observe a 2.5\(\times\) degradation in performance. Not only will this depress the performance of any memory-bound kernels, but it expands the range of memory-bound arithmetic intensities to about 10 flops per DRAM byte.

Such performance bugs can be extremely difficult to find regardless of whether one uses OpenMP, POSIX threads, or some other threading library. Under very common conditions, it can also occur even when binding threads to cores under pthreads because data is bound to a controller by the OS, not by a \texttt{malloc()} call. For example, an initial \texttt{malloc()} call followed by an initialization routine may peg certain virtual addresses to one controller or the other. However, if that data is freed, it is returned to the heap, not the OS. As such, a subsequent call to \texttt{malloc()} will use data already on the heap, and already pinned to a controller other than the one that might be desired. Unless cognizant of these pitfalls, one should strongly consider only threading applications within a socket instead of across an entire SMP node.
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9.3.2 Prefetching, DMA, and Little’s Law

Little’s Law [41] (see also Chapter 1) states that the concurrency (independent memory operations) that must be injected into the memory subsystem to attain peak performance is the product of memory latency and peak memory bandwidth. For processors like Opterons, this translates into more than 800 bytes of data (perhaps 13 cache lines). Hardware vendors have created a number of techniques to generate this concurrency. Unfortunately, methods like out-of-order execution operate on doubles, not on cache lines. As such, it is difficult to get 100 loads in flight. The more modern methods include software prefetching, hardware prefetching, and DMA. Software prefetching and DMA are similar in that they are both asynchronous software methods of expressing more memory-level parallelism than one could normally achieve via a scalar ISA. The principal difference between the two is granularity. Software prefetching only operates on cache lines, whereas DMA operates on arbitrary numbers of cache lines. Hardware prefetlers attempt to infer a streaming access pattern given a series of cache misses. As such they don’t require software modifications, and express substantial memory-level parallelism, but are restricted to particular memory access patterns.

It is conceivable that one could create a version of Stream that mimics the memory access pattern observed in certain applications. For example, a few pseudorandom access pattern streams may individually trip up any hardware or software prefetcher, but collectively allow expression of memory-level parallelism through DMA or software prefetch. As such, one could draw a series of ceilings below the roofline that denote an every decreasing degree of memory-level parallelism.

9.3.3 TLB Issues

Modern microprocessors use virtual memory and accelerate the translation to physical addresses via small highly-associative translation lookaside buffers (TLBs). Unfortunately, these act like caches on the page table (caching page table entries). If a kernel’s working set, as measured in page table entries, exceeds the TLB capacity (or associativity), then one generates TLB capacity (or conflict) misses. Such situations arise more often than one might think. Simple cache blocking for matrix multiplication can result in enough disjoint address streams, which although they may fit in cache, do not fit in the TLB.

One could implement a version of Stream that scales the number of streams for operations like TRIAD. Doing so would often result in a about the same bandwidth for low numbers of streams, but would suddenly dip for an additional array. This dip could be plotted on the roofline model as a bandwidth ceiling, and labeled with the number of arrays required to trigger it.
9.3.4 Strided Access Patterns

A common solution to the above problems is to lay out the data as one multicomponent array (i.e., an array of cartesian vectors instead of three arrays one for each component). However, the computational kernels may not use all of these components at a time. Nevertheless, the data must still be transferred. Generally, small strides (less than the cache line size) should be interpreted as a decrease in arithmetic intensity, where large strides can represent a lack of spatial locality and memory-level parallelism. One may plot a ceiling for each stride with the roofline being stride-1 (unit-stride).

9.4 In-Core Ceilings

Given the complexity of modern core architectures, floating-point performance is not simply a function of arithmetic intensity alone. Rather architectures exploit a number of paradigms to improve peak performance including pipelining, superscalar out-of-order execution, SIMD, hardware multithreading, multicores, heterogeneity, etc. Unfortunately, a commensurate set of optimizations (either generated by the compiler or explicitly expressed by the user) are required to fully exploit these paradigms. This section enumerates these potential performance impediments and visualizes them using the concept of in-core performance ceilings. Like bandwidth ceilings, these ceilings act to constrain performance coordinates to lie beneath them. The following section enumerates some of the common ceilings. Each is examined in isolation. All code examples assume an x86 architecture.

9.4.1 Instruction-Level Parallelism

Every instruction on every architecture has an associated latency representing the time from when the instruction’s operands are available to the time where the results are made available to other instructions (assuming no other resource stalls). For floating-point computational instructions like multiply or add, these latencies are small (typically less than 8 cycles). Moreover, every microprocessor has an associated dispatch rate (a bandwidth) that represents how many independent instructions can be executed per cycle. Just as Little’s Law can be used to derive the concurrency demanded by the memory subsystem using the bandwidth–latency product, so too can it be used to estimate the concurrency each core demands to keep its functional units busy. We define this to be the instruction-level parallelism. When a thread of execution falls short of expressing this degree of parallelism, functional units will go idle, and performance will suffer [73].

As an example, consider Figure 9.5. In this case we plot scalar floating-
point performance as a function of DRAM arithmetic intensity. However, on the roofline figure we note the performance impact from a lack of instruction-level parallelism through instruction-level parallelism (ILP) ceilings. Figure 9.5(a) presents a code snippet in which the loop is naively unrolled either by the user or the compiler. Although this has the desired benefit of amortizing an loop overhead, it does not increase the floating-point add instruction-level parallelism — the adds to sum will be serialized. Even a superscalar processor must serialize these operations. Conversely, Figure 9.5(b) shows an alternate unrolling method in which partial sums are maintained within the loop and reduced (not shown) upon loop completion. If one achieves sufficient cache locality for b[i] then arithmetic intensity will be sufficiently great that Figure 9.5(b) should substantially outperform (a).

Subtly, without instruction-level parallelism, the arithmetic intensity at which a processor becomes compute-bound is much lower. In a seemingly paradoxical result, it is possible that many kernels may show the signs of being compute-bound (parallel efficiency), yet deliver substantially suboptimal performance.

9.4.2 Functional Unit Heterogeneity

Processors like AMD's Opteron's and Intel’s Nehalem have floating-point execution units optimized for certain instructions. Specifically, although they both have two pipelines capable of simultaneously executing two floating-point instructions, one pipeline may only perform floating-point additions,
while the other may only perform floating-point multiplies. This creates a potential performance impediment. For codes that are dominated by one or the other, attainable performance will be half that of a code that has a perfect balance between multiplies and adds. For example, codes that solve PDEs on structured grids often perform stencil operations which are dominated by adds with very few multiplies, where codes that perform dense linear algebra often see a near perfect balance between multiplies and adds. As such, we may create a series of ceilings based on the ratio of adds to multiplies. As the ratio gets further and further from 1, the resultant ceiling will approach one half of peak.

Processors like Cell, GPUs, POWER, and Itanium exploit what is known as fused-multiply add (FMA). These instructions are implemented on execution units where instead of performing multiplies and adds in parallel, they are performed in sequence (multiply two numbers and add a third to the result). Obviously the primary advantage of such an implementation is to execute the same number of floating-point operations as a machine of twice the instruction issue width. Nevertheless, such an architecture creates a similar performance issue to the case of separate multipliers and adders in that unless the code is entirely dominated by FMA’s, performance may drop by a factor of two.

### 9.4.3 Data-Level Parallelism

Modern microprocessor vendors have attempted to boost their peak performance through the addition of Single Instruction Multiple Data (SIMD) operations. In effect, with a single instruction, a program may express two or four-way data-level parallelism. For example, the x86 instruction `addps` performs four single-precision floating-point add operations in parallel. Ideally the compiler should recognize this form of parallelism and generate these instructions. However, due to the implementation’s rigid nature, compilers often fail to generate these instructions. Moreover, even programmers may not be able to exploit them due to rigid program and data structure specifications. Failure to exploit these instructions can substantially depress kernel performance.

Consider Figure 9.6. The code is a simplified version of that in Figure 9.5(b). We observe there is substantial ILP, but only floating-point adds are performed. As such, there is no data-level parallelism, and performance is bounded to less than 18.4 Gflop/s. Most x86 compilers allow the user to SIMDize their code via *intrinsics* — small functions mapped directly to one or two instructions. We observe that the first step in this process is to replace the conventional C assignments with the scalar form of these intrinsics. Of course doing so will not improve our performance bound because it has not increased the degree of data-level parallelism. However, when using the _pd_ form of the intrinsics we should unroll the loop 8 times so that we may simultaneously express both 2-way data level parallelism and 4-way instruction-level parallelism. Doing so improves our performance bound to 36.8 Gflop/s. As
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9.4.4 Hardware Multithreading

Hardware multithreading [164] has emerged as an effective solution to the memory- and instruction-level parallelism problems with a single architectural paradigm. Threads whose current instruction's operands are ready are execute while the others wait in a queue. As all of this is performed in hardware, there is no apparent context switching. There are no ILP ceilings, as typically there is enough thread-level parallelism (TLP) to cover the demanded instruction-level parallelism. Moreover, the exemplar of this architecture, Sun’s Niagara [273], doesn’t implement SIMD or heterogeneous functional units. However, a different set of ceilings normally not seen on superscalar processors appear: the floating-point fraction of the dynamics instruction mix. All processors have a finite instruction fetch and decode bandwidth (the number of instructions that can be fetched per cycle). On superscalar processors, this bandwidth is far greater than the instruction bandwidth required under ideal conditions to saturate the floating-point units. However, on processors like Niagara, as the floating-point fraction dips below 50%, the non-floating-point instructions begin to sap instruction bandwidth away from the floating-point pipeline. The result: performance drops. The only effective solution here is improving the quality of code generation.

More recently, superscalar manufactures have begun to introduce hardware multithreading into their processor lines including Nehalem, Larrabee, and POWER7. In such situations, SPMD programs may not suffer from ILP
ceilings but may invariably see substantial performance degradation due to data-level parallelism (DLP) and heterogeneous functional unit ceilings.

9.4.5 Multicore Parallelism

Multicore has introduced yet another form of parallelism within a socket. When programs regiment cores (and threads) into bulk synchronous computations (compute/barrier), load imbalance can severely impair performance. Such an imbalance can be plotted using the roofline model. To do this, one may count the total number of floating-point operations performed across all threads and the time between the start of the computation and when the last thread enters the barrier. The ratio of these two numbers is the (load imbalanced) attained performance. Similarly, one can sum the times each thread spends in computation and divide by the total number of threads. The ratio of total flops to this number is the performance that could be attained if properly load balanced. As such, one can visualize the resultant performance loss as a load balance ceiling.

9.4.6 Combining Ceilings

All these ceilings are independent and thus may be combined as needed. For example, a lack of instruction-level parallelism can be combined with a lack of data-level parallelism to severely depress performance. As such, one may draw multiple ceilings (representing the lack of different forms of parallelism) on a single roofline figure as visualized in Figure 9.7.

However, the question of how ceilings should be ordered arises. Often, one uses intuition to order the ceilings based on which are most likely to be implicit in the algorithm or discovered by the compiler. Ceilings placed near the roofline are those that are not present in the algorithm or unlikely to be discovered by the compiler. As such, based on this intuition, one could adopt any of the three equivalent roofline models in Figure 9.7.
9.5 Arithmetic Intensity Walls

Thus far, we’ve assumed the total DRAM bytes within the arithmetic intensity ratio is dominated by “compulsory” memory traffic in 3C’s parlance [165]. Unfortunately, on real codes there are a number of other significant terms in the arithmetic intensity denominator.

\[
AI = \frac{\text{Total FP Operations}}{\text{Compulsory} + \text{Allocation} + \text{Capacity} + \text{Conflict Memory Traffic} + \ldots}
\]

In much the same way one denotes ceilings to express a lack of instruction, data, or memory parallelism, one can denote arithmetic intensity walls to denote reduced arithmetic intensity as a result of different types superfluous memory traffic above and beyond the compulsory memory traffic — essentially, additional terms in the denominator. As such, Equation 9.3 shows that write allocation traffic, capacity cache misses, and conflict cache misses, among others, contribute to reduced arithmetic intensity. These arithmetic intensity walls act to constrain arithmetic intensity and, when bandwidth-limited, constrain performance and is visualized in Figure 9.8. As capacity and conflict misses are heavily dependent on whether the specified problem size exceeds the cache’s capacity and associativity, the walls are execution-dependent rather than simply architecture-dependent. That is, a small, non-power-of-two problem may not see any performance degradation due to capacity or conflict miss traffic, but for the same code, a large, near power-of-two problem size may
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\]
result in substantial performance loss, as arithmetic intensity is constrained to be less than 0.2.

The following subsections discuss each term in the denominator and possible solutions to their impact on performance.

9.5.1 Compulsory Miss Traffic

It should be noted that compulsory traffic is not necessarily the minimum memory traffic for an algorithm. Rather compulsory traffic is only the minimum memory traffic required for a particular implementation. The most obvious example of elimination of compulsory traffic is changing data types, e.g., double to single or int to short. For memory-bound kernels, this transformation may improve performance by a factor of two, but should only be performed if one can guarantee correctness always or through the creation of special cases. More complex solutions involve in-place calculations or register blocking sparse matrix codes [346].

9.5.2 Capacity Miss Traffic

Both caches and local stores have a finite capacity. In the case of the former, when a kernel’s working set exceeds the cache capacity, the cache hardware will detect that data must be swapped out, and capacity misses will occur. The result is an increase in DRAM memory traffic, and a reduced arithmetic intensity. When performance is limited by memory bandwidth, it will diminish by a commensurate amount. In the case of local stores, a program whose working size exceeds the local store size will not function correctly.

Interestingly, the most common solution to eliminating capacity misses on cache-based architectures is the same as to obtaining correct behavior on local store machines: cache blocking. In this case loops are restructured to reduce the working set size and maximize arithmetic intensity.

9.5.3 Write Allocation Traffic

Most caches today are write-allocate. That is, upon a write miss, the cache will first evict the selected line, then load the target line from main memory. The result is that writes generate twice the memory traffic as reads: cache line fill plus a write back vs. one fill. Unfortunately, this approach is often wasteful on scientific codes where large blocks of arrays are immediately written without being read. There is no benefit in having loaded the cache line when the next memory operations will obliterate the existing data. As such, the write fill was superfluous and should be denoted as a arithmetic intensity wall.

Modern architectures often provide a solution to this quandry either in the form of SSE’s cache bypass instruction movntpd or PowerPC’s block init instruction dcbz. The use of the movntpd instruction allows programs to bypass the cache in its entirety and write to the write combining buffers. The advan-
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tage: elimination of write allocation traffic and cache pressure is reduced. The dcbz instruction allocates a line in the cache and zeros its contents. The advantage is that write allocation traffic has been eliminated, but cache pressure has not been reduced.

9.5.4 Conflict Miss Traffic

Similarly, unlike local stores, caches are not fully associative. That is, depending on address, only certain locations in the cache may be used to store the requested cache line — a set. When one exhausts this associativity of the set, one element from that set must be selected for eviction. The result: a conflict miss and superfluous memory traffic.

Conflict misses are particularly prevalent on power-of-two problem sizes as this is a multiple of the number of sets in a cache, but can be notoriously difficult to track down due to the complexities of certain memory access patterns. Nevertheless for many well structured codes, one may pad arrays or data structures cognizant of the memory access pattern to ensure that different sets are accessed and conflict misses are avoided. Conceptually, 1D array padding transforms an array from $\text{Gird}[Z][Y][X]$ to $\text{Gird}[Z][Y][X\text{+pad}]$ regardless of whether the array was statically or dynamically allocated.

9.5.5 Minimum Memory Quanta

Naïvely, one could simple count the number of doubles a program references and estimate arithmetic intensity. However, one should be mindful that both cache- and local store-based architectures operate on some minimum memory quanta hereafter referred to as cache lines. Typically these lines are either 64 or 128 bytes. All loads and stores after being filtered by the cache are aggregated into these lines. When this data is not subsequently used in its entirety, superfluous memory traffic has been consumed without a performance benefit. As such another term is added to the denominator and arithmetic intensity is depressed.

9.5.6 Elimination of Superfluous Floating-Point Operations

Normally, when discussing arithmetic intensity walls, we think of adding terms to the denominator of arithmetic intensity. However, one should consider the possibility that the specified number of floating-point operations may not be a minimum, but just a compulsory number set forth by a particular implementation. For instance, one might calculate the number of flops within a loop and scale by the number of loop iterations to calculate a kernel’s flop count. However, the possibility of common subexpression elimination (CSE) exists when one or more loop iterations are inspected in conjunction. The result is that the flop count may be reduced. This has the seemingly paradoxical results of decreased floating-point performance, but improved application per-
performance. The floating-point performance may decrease because arithmetic intensity was reduced while bandwidth-limited. However, because the total requisite work (as measured in floating-point operations) was reduced, the time to solution may have also been reduced.

Although this problem may seem academic, it has real world implications as a compiler may discover CSE optimizations the user didn’t. When coupled with performance counter measured flop counts, the user may find himself in a predicament rectifying his performance estimations and calculations and the empirical performance observations.

9.6 Alternate Roofline Models

Thus far, we’ve only discussed a one-level processor-memory abstraction. However, there are certain computational kernel-architecture combinations for which increased optimization creates a new bandwidth bottleneck — cache bandwidth. One may construct separate roofline models for each level of the hierarchy and then determine the overall bottleneck. In this section we discuss this approach and analyze example codes.

9.6.1 Hierarchically Architectural Model

One may refine the original processor–memory architectural model by hierarchically refining the processors into cores and cache (which essentially look like another level of processors and memories). Thus, if the CPUs of Figure 9.1 were in fact dual-core processors, one could construct several different hierarchical models (Figure 9.9) depending on the cache/local store topology. Figure 9.9(a) shows it is possible for core\(_0\) to read from cache\(_3\) (simple cache coherency), but on the local store architecture, although any core can read from any DRAM location, core\(_0\) can only read LocalStore\(_0\).

Just as there were limits on both individual and aggregate processor-memory bandwidths, so too are there limits on both individual and aggregate core-cache bandwidths. As a result, what were NUMA ceilings (arising when data crossed low bandwidth/high load links) when transferring data from memory to processor, become NUCA (non-uniform cache access) ceilings when data resident in one or more caches must cross low bandwidth/high load links to particular cores.

Ultimately, this approach may be used to refine cores down to the register file–functional unit level. However, when constructing a model to analyze a particular kernel, the user may have some intuition as to where the bottleneck lies — i.e., L2 cache–core bandwidth with good locality in the L2. In such a situations, there is no need to construct a model with coarser granularities (L3, DRAM, etc...) or finer granularities (register files).
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9.6.2 Hierarchically Roofline Models

Given this memory hierarchy, we may model performance using two roofline models. First, we model the performance involved in transferring the data from DRAM to the caches or local stores. This of course means we must calculate an arithmetic intensity based on how data will be disseminated among the caches and the total number of floating-point operations. Using this arithmetic intensity and the characteristics of the processor–DRAM interconnect, we may bound attainable performance. Second, we calculate core-cache arithmetic intensity involved in transferring data to/from caches or local stores. We may also plot this using the roofline model. This bound may be a tighter or looser bound depending on architecture and kernel.

Such hierarchical models are especially useful when arithmetic intensity scales with cache capacity as it does for dense matrix-matrix multiplication. For such cases we must select a block size that is sufficiently large that the code will be limited by core performance rather than cache-core or DRAM-processor bandwidth.

9.7 Summary

The roofline model is a readily accessible performance model intended to provide performance intuition to computer scientists and computational scientists alike. Although the roofline proper is a rather loose upper bound to performance, it may be refined through the use of bandwidth ceilings, in-core
ceilings, arithmetic intensity walls, and hierarchical memory architectures to provide much tighter performance bounds.
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9.9 Glossary

3C’s: is a methodology of categorizing cache misses into one of three types: compulsory, capacity, and conflict. Identification of miss type leads programmers to software solutions and architects to hardware solutions.

Arithmetic Intensity: is a measure of locality. It is calculated as the ratio of floating-point operations to DRAM traffic in bytes.

Bandwidth: is the average rate at which traffic may be communicated. As such it is measured as the ratio of total traffic to total time and today is measured in 10^9 bytes per second (GB/s).

Ceiling: a performance bound based on the lack of exploitation of an architectural paradigm.

Communication: is the movement of traffic from a particular memory to a particular computational element.

Computation: represents local FLOPs performed on the data transfered to the computational units.

DLP: data-level parallelism represents the number of independent data items for which the same operation can be concurrently applied. DLP can be recast as ILP.

FLOP: a floating-point operation including adds, subtracts, and multiplies,
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but often includes divides. It is generally not appropriate to include operations like square roots, logarithms, exponentials, or trigonometric functions as these are typically decomposed into the base floating-point operations.

**ILP:** instruction-level parallelism represents the number of independent instructions than can be executed concurrently.

**Kernel:** a deterministic computational loop nest that performs floating-point operations.

**Performance:** Conceptually similar to bandwidth, performance is a measure of the average rate computation is performed. As such it is calculated as the ratio of total computation to total time and today is measured in $10^9$ floating-point operations per second (Gflop/s) on multicore SMPs.

**Roofline:** The ultimate performance bound based on peak bandwidth, peak performance, and arithmetic intensity.

**TLP:** instruction-level parallelism represents the number of independent threads (instruction streams) than can be executed concurrently.

**Traffic:** or communication is the volume of data that must be transferred to or from a computational element. It is measured in bytes. Often, we assume each computational element has some cache or internal storage capacity so that memory references are efficiently filtered to compulsory traffic.
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10.1 Introduction

Today’s complex and diverse architectural features require applying non-trivial optimization strategies on scientific codes to achieve high performance.
As a result, programmers usually have to spend significant time and energy in rewriting and tuning their codes. Furthermore, a code that performs well on one platform often faces bottlenecks on another; therefore, the tuning process must be largely repeated to move from one computing platform to another. Recently, there has been a growing interest in developing empirical auto-tuning software that help programmers manage this tedious process of tuning and porting their codes. Empirical auto-tuning software can be broadly grouped into three categories: (1) compiler-based auto-tuners that automatically generate and search a set of alternative implementations of a computation [90, 149, 388]; (2) application-level auto-tuners that automate empirical search across a set of parameter values proposed by the application programmer [93, 259]; and, (3) run-time auto-tuners that automate on-the-fly adaptation of application-level and architecture-specific parameters to react to the changing conditions of the system that executes the application [83, 345]. What is common across all these different categories of auto-tuners is the need to search a range of possible configurations to identify one that performs comparably to the best-performing solution. The resulting search space of alternative configurations can be very complex and prohibitively large. Therefore, a key challenge for auto-tuners, especially as we expand the scope of their capabilities, involves scalable search among alternative implementations.

While it is important to keep advancing the state-of-the-art in auto-tuning software from each of the above three categories, our experience demonstrates that full applications require a mix of these rather disjoint tuning approaches: compiler-generated code, application-level and run-time parameters exposed to auto-tuning environment. In other words, full applications demand and benefit from a cohesive environment that can seamlessly combine these different kinds of auto-tuning techniques and that employs a scalable search to manage the cost of the search process. We argue that it is important and sometimes critical to apply software tuning at all stages of application development and deployment — compile time, launch time and run-time.

To that end, in this chapter, we discuss the design and implementation of a unified end-to-end approach to auto-tuning scientific applications. We examine various sources of tunability in scientific applications. We review a set of strategies to address specific challenges that an empirical auto-tuning system faces. Finally, we present auto-tuning experience with our search-based framework, which we have named Active Harmony [168]. Active Harmony is a general-purpose infrastructure, and the auto-tuning results presented in this chapter highlight its applicability in tuning at all stages of application development and deployment.
Overview

To motivate the need for auto-tuning, we consider the problem of tuning a scientific simulation. GS2 [198], which is a physics application developed to study low frequency turbulence in magnetized plasma, exposes three input parameters that users can select at program launch-time. Needless to say, the task of making a good selection of the input parameters is non-trivial because this requires a concrete understanding of the interactions between the input parameters and the underlying algorithmic behaviors that they are meant to control. Figure 10.1 underscores this fact. The figure shows the performance (application run-time) of GS2, as a function of two input parameters - \texttt{ntheta} (number of grid points per $2\pi$ segment of field line) and \texttt{ngrid} (energy grid). All other input parameters are fixed. Clearly, the parameter space is not smooth and contains multiple local minimums. The best and worst points are a factor of 10 different.

This example shows the need for auto-tuning systems to adapt code. The relatively large plateau of good performance is also typical of many applications we have studied. Such a topography argues for the need to have auto-tuning systems that rapidly get applications out of “bad” regions of
Performance and into the “good” ones. Achieving optimal performance is a secondary goal once “good” performance is reached.

A variety of tunable parameters can be exported to an auto-tuning system. These parameters can be either numeric or non-numeric (unordered lists) Numeric parameters can be defined with range and step sizes. Loop blocking and unrolling factors, input data size, buffer size used in compression algorithms, number of Openmp threads, Openmp chunk-size and MPI message size are among the most commonly seen numeric parameters in our past auto-tuning efforts. Some examples of non-numeric parameters include loop permutation and loop fusion orders for deeply nested loop-nests optimization, choice between several iterative solvers in applications such as smg2000 [63], POP [127], etc. and choices among data distribution algorithms.

10.2.1 Auto-Tuning Modes

Auto-tuning can be performed in either offline or online mode. Offline mode refers to tuning between successive full application runs. The performance data collected in this fashion can be used for training based application tuning as well. This mode is used for parameters that are read once when the program starts and must remain fixed throughout the execution of the application. For example, a parameter which governs data distribution can be tuned to minimize communication costs.

Online mode refers to run-time tuning during production runs. This mode is used when application parameters can be adapted during run-time for improved performance. For example, in a 3D Jacobi algorithm, blocking factors for triply nested stencil loops can be changed across different iterations to get better cache reuse. Online tuning has the privilege of exploiting fine-grained, up-to-date and accurate performance data that can be directly linked back to specific code sections, characteristics of input datasets, architecture specific features, changing conditions of the system, just to name a few. This information is generally not available at compile time and even when some information is available, most compilers choose not to use the information. Compilers are designed to be generic and as such, they base their optimization decisions on simple and conservative analytical models. With online tuning, more aggressive tuning strategies can be explored. Furthermore, some tuning decisions made by the compiler can be undone at run-time should they interact with more profitable optimizations negatively.

10.2.2 Need to Coordinate Auto-Tuners

Since auto-tuning can take place at many levels of a program from the user to specific libraries, an important question is how to coordinate this process. Left uncoordinated, each component of a program may try to run its own auto-tuner. Such a process would likely lead to a dissonance where multiple components change something nearly simultaneously and then try to assess
if it improved the program’s performance. However, without coordination it would be impossible to tell which change was actually improving the program. In fact, it is likely that one change might improve performance and the second hurt performance and the net performance benefit is little or none. Thus an important question is how to best coordinate the efforts of auto-tuners. There are a variety of approaches possible ranging from simple arbitration to ensure that only one auto-tuner is running at once to a fully unified system that allows coordinated simultaneous search of parameters originating from different auto-tuners.

In the Active Harmony project, we take the approach of a coordinated system to allow the many varied sources of auto-tuning to work together. We accomplish this by having each component of a program (library, application code, auto-tuning compiler) expose its tunable parameters via a simple, but expressive constraint language. A central search engine then uses these constraints to manage the evaluation of possible auto-tuning steps. The core search algorithm is able to decide which sources of auto-tuning information should be considered and when.

10.3 Sources of Tunable Data

Auto-tuning does not randomly create things to change in a program. Rather it provides a way optimize a program’s performance based on trying out a set of possible changes. This set of possible changes comes from many sources including options that application programmers discover, library parameters and algorithmic choices that depend on library use, and from possible code transformations identified by compilers.

In addition to considering what can change, another important source of outside guidance for auto-tuning is insight in how changes might impact performance. Information from performance models that are parametrized by the tunable components can help to guide an auto-tuning system to the correct values to use. Even simple non-parametric models can help to indicate how close an auto-tuning system is to reaching the best achievable performance. Likewise, experimental data from prior runs of programs can help to guide an auto-tuning system to search-space regions that were previously successful.

Next, we briefly review these different sources of tunability and how they are similar and different.

10.3.1 Application Programmers

Application and library developers often expose a set of input parameters to allow the end-users to adjust application execution behavior to the characteristics of the execution environment. The selection of appropriate pa-
rameter values is, thus, crucial in ensuring good performance. However, the

task of making a good selection of the input parameters is non-trivial because

this requires a good understanding of the interactions between the input para-

meters, the underlying algorithmic behaviors that they are meant to control,

and the specifics of target architecture. Application-level auto-tuners use of-

fline tuning techniques to identify a set of input parameters that delivers a

reasonable performance.

Nelson et al. [259] focus on empirical techniques to find the best integer
value of application-level input parameters that the programmer has identi-

fied as being critical to performance. Programmers provide high-level models
of the impact of parameter values, which are then used by the tuning system
to guide and to prune the search for optimal input parameters. Hunold et
al. [176] consider input parameter tuning for the matrix-matrix multiplication
routine PDGEMM of ScaLAPACK [92], PDGEMM is a part of PBLAS, which
is the parallel implementation of BLAS (Basic Linear Algebra Subprograms)
for distributed memory systems. Input parameters selected for auto-tuning in-
clude the dimension of input matrices, number of processors, logical processor
grid and three locking factors (one for each dimension).

Chung et al. [94] use short benchmarking runs to reduce the cost of full
application execution incurred in application-level input parameter tuning.
Short benchmarking runs exercise all aspects of the application (or at least all
aspects that are influenced by the choice of input parameters). The authors
use their search algorithm (modified Nelder-Mead search) to navigate input
parameter space of large-scale scientific applications.

### 10.3.2 Compilers

Optimization decisions made by compilers tend to be general-purpose and

conservative. Therefore, to give programmers and compiler-experts more free-
dom to make suitable optimization decisions for complex codes, a variety of

compiler-based auto-tuning frameworks have been proposed (see Chapter 11).

Such frameworks facilitate the exploration of large optimization space of pos-
sible compiler transformations and their parameter values.

ADAPT [345] is a compiler-supported infrastructure for high-level adap-
tive program optimization. It allows developers to leverage existing compilers
and optimization tools by describing a run-time heuristic for applying code

optimization techniques in a domain specific language, ADAPT Language.

Chapter 11 describes several loop transformation tools that are based on poly-
hedral representation of loops. Most such tools provide a well-defined interface
to describe the transformations and search space to the auto-tuner.

There are many research projects working on compiler-based empirical op-
timization of linear algebra kernels and domain specific libraries. Atlas [359]
uses the technique to generate highly optimized BLAS routines. The Oski (Op-
timized Sparse Kernel Interface) [347] library provides automatically tuned
computational kernels for sparse matrices. FFTW [139] and SPIRAL [386]
are domain specific libraries. FFTW combines the static models with empirical search to optimize FFTs. SPIRAL generates empirically tuned Digital Signal Processing (DSP) libraries.

10.3.3 Prior Runs

Data from prior production runs also serve as another viable source for tunable items. Frameworks such as PerfExplorer [172] and Prophesy [330] can be used to mine large sets of historical performance data. The frameworks provide a variety of analysis techniques (clustering, summarization, curve fitting, etc.) that characterize application behavior and performance. This information, which helps to better understand the search space, can then be fed to auto-tuners. In addition, the historical information helps to reduce tuning time by skipping the execution of parameter configurations that have already been evaluated in the past. However, the utilization of past performance data has to carefully consider the contextual circumstances under which the data was collected. Such contextual data consist of (but not limited to) characteristics of input data and platform, version information of source code, compiler, component libraries and operating system, and finally, performance data. Ideally context is the same for both the current tuning environment and the historical data. In practice, there is almost always some difference. For mismatching contexts, interpolation techniques (described elsewhere [93, 172, 330]) can be used, where applicable, to approximate performance data.

Auto-tuners can pull historical data from performance database systems [154, 174] that support storage and retrieval of both performance data and accompanying context information. One such database system is PERIDB [154], which thrives on accumulating performance data from a variety of performance profiling tools and on assuring interoperability between the different performance database systems.

Another source of data for tuning is to use training runs to auto-tune the software based on a well defined benchmark or typical workload. Training runs are application executions designed mainly to produce performance data that feed into the auto-tuning process. A single auto-tuning run can evaluate several configurations. More often than not, several auto-tuning runs are performed with slightly different settings (e.g., different input sizes) before the application is run under production mode. Performance data collected during such auto-tuning runs tend to have similar contextual information. Therefore, if a log of such evaluations (along with some context information) is maintained locally, tuning time can be reduced by consulting the log during consecutive auto-tuning runs.

10.3.4 Performance Models

The application performance modeling community has used various techniques [180, 187, 209, 306, 311] to study and model application behavior and
predict performance. Ipek et al. [180] uses machine learning techniques to build performance models. The idea is to build the model once and query it in the future to derive performance prediction for different input configurations. The model is trained on a dataset which consists of points spread regularly across the complete input parameter space. After the training phase, they query their model at run-time for points in the full parameter space. Others [306] and [209] have also used similar machine learning techniques to build performance models. The limiting factor of the listed modeling techniques is the size of the training set. Ipek et al. report using training set of size $3K$ (for SMG2000), which amounts to $3K$ unique executions of the application just to train the model. Kerbyson et al. [187] present predictive analytical model that accurately reflects the behavior of SAGE, a multidimensional hydrodynamics code with adaptive mesh refinement. Inputs to the model include machine-specific information such as latency and bandwidth and application-specific information such as data-decomposition, problem size, etc.

Information from modeling can be fed into auto-tuning tools to determine if there are opportunities for application optimization and to gain insights as to what factors affect the application performance on a given target architecture. The Roofline model (see Chapter 9), for example, integrates architecture specific elements such as in-core performance, memory bandwidth, and locality to provide realistic expectations of performance and potential benefits and priorities for different optimizations. This information can be used by auto-tuning systems to prune the search-space, to constrain and guide the search to the interesting parts of the search space and to set stopping criteria for auto-tuning runs.

## 10.4 Search

A key to any auto-tuning system is how it goes about selecting the specific combinations of choices to try. We refer to this process as the search algorithm. We briefly review the unique aspects of search in an auto-tuning system. The first relates to the size of the search space. While a simple parameter space might be exhaustively searched, most systems contain too many combinations to try them all. Instead, an auto-tuning system must rely on search heuristics to evaluate only a sub-set of the possible configurations while trying to find an optimal one (or at least as nearly optimal as practical). Second, unlike traditional minimization (or maximization) algorithms, which expect well-structured and continuous search spaces, auto-tuning systems deal with constrained and often discrete parameter spaces. These spaces tend to be quite complex with multiple local minimums and maximums. As such, appropriate methods to constrain the search to allowable regions of the search space must be adopted. The third unique aspect relates to the inherent variability in per-
performance measurements in today’s architectures. In other words, the measured performance for a fixed set of parameters is not always the same. The search algorithm should, thus, be resilient and converge to good solutions even in the presence of performance variability (i.e., noise in the measured run time).

Finally, the fourth distinct factor is related to the selection of an appropriate performance metric. The final result and the convergence time (in terms of the number of evaluations of the objective function) are two common performance metrics for search algorithms. However, for auto-tuning systems, these are not the most appropriate ones. For auto-tuning systems, the overall performance of the system from the start to the end are equally important. This is particularly critical for online optimization because if the transient behavior is poor, the overall tuning time and hence the running time of the application will suffer. Therefore, the appropriate performance metric should capture the performance of the intermediate points visited in the path to the final solution.

### 10.4.1 Specification of Tunable Parameters

An important aspect of searching parameters is to allow the precise specification of valid parameters. Such specification could be as simple as expressing the minimum, maximum and initial values for a parameter. Sometimes not all parameters values within a range should be searched, so option to specify a step function is useful. Likewise for parameters with a large range (i.e., a buffer that could be from 1K to 100 Megabytes), it is useful to specify that parameter should be searched based on the log of the value. Another critical factor is that not all parameters are independent. Frequently, there is a relationship between parameters (i.e., when considering tiling a two dimensional array, it is often useful to have the tiles be rectangles with a definite aspect ratio). To meet the needs of having a fully expressive way for developers to define parameters, we have developed a simple and extensible language (Constraint Specification Language, CSL) that standardizes parameter space representation for search-based auto-tuners. CSL allows tool developers to share information and search strategies with each other. Meanwhile, application developers can use CSL to export their tuning needs to auto-tuning tools.

CSL provides constructs to define tunable parameters and to express relationships (ordering, dependencies, constraints, and ranking) between those parameters. **Search-hints** construct can be used to provide hints to the underlying search engines. Examples of search-hints include specification for initial points to start the search, default values for parameters, soft constraints on MPI message-sizes and so on. **Optimization-plan** construct allows application developers to exert greater control over what optimizations can be applied and in what order to apply them (e.g., determine tiling parameters before unrolling). This construct can also be used to specify when to apply the optimizations; compile-time, launch-time or run-time. Finally, **parameter-group** construct can be used to assemble related parameters into groups to apply
tuning at per-group granularity. This is particularly helpful when there are multiple code-sections that benefit from the same optimization.

We provide a simple example of CSL usage for matrix multiplication optimization in Table 10.1. This specification defines tiling and unrolling parameters. It also defines constraint relations between the parameters to prune uninteresting points from the search space.

**TABLE 10.1: Search Specification for MM Tuning (tiling + unrolling)**

```plaintext
1: search space tiling_mm {
2:  # Now defining the search space
3:  # specifics for tiling and unrolling
4:  # define some constants
5:  constants {
6:    int l1_cache=128;
7:    int l2_cache=4096;
8:    int register_file_size=16;
9:  }
10: # code region declarations:
11: # loopI,loopJ,loopK
12: code_region loopI;
13: code_region loopJ;
14: code_region loopK;
15: # region set declaration
16: region_set loop [loopI, loopJ, loopK];
17: # declare tile_size parameter and
18: # associate the parameter to region
19: # set loop. default value of the
20: # parameter is set to 32.
21: parameter tile int {
22:    range [0:512:2];
23:    default 32;
24:    region loop;
25: }
26: # declare unroll_factor parameter and
27: # associate the parameter to region
28: # set loop. default unroll factor is
29: # set to 1.
30: parameter unroll int {
31:    range [1:16:1];
32:    default 1;
33:    region loop;
34: }
35: # L1 cache (for array B)
36: constraint mn_l1 {
37:    loopK.tile*loopJ.tile
38:    <= (l1_cache*1024)/4;
39: }
40: # L2 cache (for array A)
41: constraint mn_l2 {
42:    loopK.tile*loopJ.tile
43:    <= (l2_cache*1024)/4;
44: }
45: # unroll constraint
46: constraint mn_unroll {
47:    (loopI.unroll*loopJ.unroll*
48:     loopK.unroll)
49:    <= register_file_size;
50: }
51: # putting everything together
52: specification {
53:    mn_l1 & mn_l2
54:    & mn_unroll;
55: }
56: }
```

### 10.4.2 Previous Search Algorithms

In this section, we briefly review some search algorithms that have been used in various auto-tuning frameworks. While this is not a complete set of search algorithms used in the auto-tuning realm, we describe the most widely used algorithms. Atlas [359] uses orthogonal line search, which optimizes each tunable parameter independently by keeping the rest fixed to their reference values. The parameters are tuned in a pre-determined order and each successive parameter tuning uses the optimized values for parameters that precede it in the ordering. The disadvantage of using this search in a general-purpose framework is that it requires a pre-determined ordering for parameters. Atlas

---

1. These are the same constraints that we use for MM optimization results in Section 10.5.2.
End-to-End Auto-Tuning with Active Harmony exploits years of experience in dense linear algebra tuning to determine appropriate ordering for parameters. However, such knowledge is not available for general-purpose tuning cases.

Several auto-tuners [102, 190, 202] have used genetic algorithms (GA). GA algorithm starts by randomly generating an initial population of possible configurations. Each configuration is represented as a genome and the “fitness” of the configuration is the performance metric. Based on the fitness, each successive iteration of the algorithm produces new set of configurations by using genetic operations - mutation, crossover and selection. While GA has shown its promise by converging to good configurations, the key disadvantage lies in its long convergence time. Furthermore, the transient behavior of GA is unpredictable and jittery, which makes the algorithm unsuitable for multiple auto-tuning use cases (e.g., online tuning).

Direct search methods are also popular among auto-tuners. These methods do not explicitly use function derivatives. The parameter tuning problem is a very good use case for direct search methods, since in most cases the performance function at a given point in the search space have to be evaluated by actually running the program. The Nelder-Mead Simplex algorithm [258], is one of the most widely used direct search methods in auto-tuning systems [17, 103, 163]. For a function of $N$ variables (tunable parameters), a set of $N + 1$ points forming the vertices of a simplex in $N$-dimensional space is maintained. In a two-dimensional space, the simplex is a triangle and in a three-dimensional space, the simplex is a non-degenerate tetrahedron. At each iteration, the simplex is moved towards the minimum by considering the worst point in the simplex and forming its symmetrical image through the center of the opposite (hyper) face. Thus, at each step, the worst performing point in the simplex is replaced by a better point. While the Nelder-Mead algorithm sometimes finds solutions efficiently, many studies [197, 205, 232] have described unpredictable behavior of the algorithm as the number of parameters (search space dimension) increases. Loopool [281], which is a compiler-based auto-tuning framework uses pattern-based direct search method proposed by Hookes and Jeeves [170]. The pattern-based search method have been observed to be very reliable method, however, in some cases, the convergence time of the algorithm is slow [197].

In Active Harmony, we use the parallel rank ordering (PRO) Algorithm. The algorithm belongs to a class of direct search algorithms known as the generating set search (GSS) methods. GSS methods can effectively handle high-dimensional constrained spaces and have the necessary conditions for convergence. In the next section, we provide a high-level description of the algorithm.

### 10.4.3 Parallel Rank Ordering

For a function of $N$ variables, PRO maintains a set of $kN$ points forming the vertices of a simplex in an $N$-dimensional space. Each simplex transforma-
tion step of the algorithm generates up to \( kN - 1 \) new vertices by reflecting, expanding, or shrinking the simplex around the best vertex. After each transformation step, the objective function value associated with each of the newly generated points are calculated in parallel. The reflection step is considered successful if at least one of the \( kN - 1 \) new points has a better \( f \) than the best point in the simplex. If the reflection step is not successful, the simplex is shrunk around the best point. A successful reflection step is followed by expansion check step. If the expansion check step is successful, the expanded simplex is accepted. Otherwise, the reflected simplex is accepted and the search moves on to the next iteration. The search stops if the simplex converges to a point in the search space (or after a pre-defined number of search steps). A graphical illustration for reflection, expansion and shrink steps are shown in Figure 10.2 for a 2-dimensional search space and a 4-point simplex.

Note that before computing all expansion points, we check the outcome of expansion for the most promising case\(^2\) first. This seems to be counter-intuitive at first glance, since we are not taking full advantage of the parallelism. However, in our experiments, we realized there are some expansion points with very poor performance that can slow down the algorithm. Therefore, to avoid these time consuming instances and to ensure good transient behavior, we calculate the expansion point performance for the most promising case first and only if it is successful, perform the expansion for other points.

One of the unique features that distinguishes PRO from other algorithms used in auto-tuning systems is that the algorithm leverages parallel architectures to search across a set of optimization parameter values. Multiple, sometimes unrelated, points in the search space are evaluated at each timestep. For online tuning, this parallel search translates to tuning multiple sections of the code at the same time, thereby allowing the auto-tuner to explore multiple parameter interactions at each iteration. For offline tuning, it translates to tuning a parallel application in parallel by having different nodes of a cluster use different parameters and making tuning modifications between runs.

### 10.4.4 Parameter Space Reduction

In this section, we discuss strategies to reduce the optimization space and focus the search on only the interesting regions of the tuning space. Such strategies play a vital role in making empirical optimization a reasonable approach to auto-tuning. In our earlier work [337], we observed that parameter interaction models can be used to eliminate a large number of mediocre configurations from the search space. Furthermore, the use of programmer identified constraints on input parameters also helped reduce the search space. Other auto-tuners [87, 90, 281, 359] working on model-driven empirical optimization have also looked into an array of interesting avenues to rule out inferior code-

\(^2\) Most promising point is the point in the original simplex whose reflection around the best point returns a better function value.
variants. In general, information from a variety of complementary sources can be used to reduce the optimization space.

Target architecture parameters such as cache sizes, TLB size, register file size, etc, can be used intelligently to reduce the number of points in the search space. For example, the tile size can be constrained by half of the available cache. In addition, run-time tuning can take advantage of the input dataset knowledge to further reduce the search space. An example of this would be to opt out from data-copy optimization for matrix multiplication if the input matrices fit in the largest available cache.

Parameter sensitivity studies [93] for numeric parameters (defined by minimum, maximum and step size) can help understand the relative impact of parameters on performance. For each parameter, the sensitivity test involves testing all possible values the parameter can take while keeping the rest of the parameters fixed at their default values. The sensitivity is defined as the ratio of the difference between the worse and the best performance values observed during the study and the normalized distance between the values the parameter can take. Parameters with low sensitivity values can either be discarded or used later in the tuning process.

10.4.5 Constraining to Allowable Region

Parameter tuning is a constrained optimization problem. Therefore after each search iteration, we have to make sure that the points returned by the search algorithm for evaluation are admissible, i.e., they satisfy the constraints. We refer to the process of mapping points that are not admissible to nearby

FIGURE 10.2: Original 4 point simplex in a 2-dimensional space. Figure from [337] [©2009 IEEE] Reprinted with permission.
admissible points as “projection”. We consider two types of parameter constraints: internal discontinuity constraints and boundary constraints. Internal discontinuity constraints arise because some tuning parameters can only have discrete admissible values (e.g., integer parameters). The projection operation makes sure that the computed parameters are rounded to an admissible discrete value.

We describe two methods to handle boundary constraints. The first is a distance-based method used in the Active Harmony system. We define distance between two points using the $L_1$ distance metric, which is the sum of the absolute differences of their coordinates. The nearest neighbor of an inadmissible point (calculated in terms of $L_1$) will thus be a legal point with the least amount of change (in terms of parameter values) summed over all dimensions.

The second method consists of adding a penalty factor to the performance metric associated with the points that violate the constraints. This approach has been used previously in the context of constrained optimization using genetic algorithms [184]. The success of this strategy will depend on how well the penalty factor is chosen. Among other strategies, the factor can be chosen based on the number of constraints a given illegal point violates. Similarly, the distance between the illegal point and the nearest legal point can also be used to determine the penalty factor.

10.4.6 Performance Variability

Besides the tunable parameters, there are many other factors affecting a program’s performance. Therefore, even for a fixed set of tunable parameters, the application performance varies in time. Other applications running on the same processor, network contention, operating system jitter, and memory architecture complexity are common sources of performance variability. Attempting to minimize or control the variability is not the topic of discussion here. What auto-tuning systems need are strategies to make search algorithms as resilient as possible to such performance variabilities. The conventional method for dealing with performance variability is to use multiple samples to estimate the function value at each desired point. The widely used operator for aggregating performance values from multiple samples is an average operator.

In our earlier work [322], we studied the nature of performance variability in real systems. One of the most important observations we made was that the performance variability is heavy-tailed. Heavy-tailed performance (execution time) distributions consist of many small spikes with random occurrences of few large spikes, most likely because of external factors. What this means from the perspective of auto-tuning is that there is a non-negligible probability of observing large variations in the measured performance. The sampled performance measurements could, therefore, have infinite variance. This observation essentially renders average operator ineffective. As an alternative, we showed taking a minimum of multiple performance measurements is an effective way
for performance estimation even in the presence of heavy-tail component in the performance distribution. The minimum has finite mean and variance and is not heavy-tailed.

### 10.5 Auto-Tuning Experience with Active Harmony

We now describe how we have used our auto-tuner, Active Harmony, to perform end-to-end tuning for scientific applications. Active Harmony takes a search-based collaborative approach to auto-tuning. Application programmers and end-users collaborate to describe and export a set of performance related tunable parameters to the auto-tuning system. These parameters define a tuning search-space. The auto-tuner monitors the program performance and suggests application adaptation decisions. The decisions are made by a central controller using the parallel rank ordering algorithm. For adaptation decisions that require new code (for example, different unroll factors), Active Harmony generates code on-the-fly. By merging the traditional feedback-directed optimization and just-in-time compilation in this fashion, the auto-tuning system can explore domain- and architecture-specific optimizations.

#### 10.5.1 Application Parameters — GS2

Past Active Harmony tuning efforts\(^3\) with GS2 highlight the importance of engaging directly with the application developer. GS2 [198] is a physics application developed to study low frequency turbulence in magnetized plasma. The tuning was done in two stages. The first stage looked at “data layout” input parameter. The data layout in GS2 is specified with five variables: \(x, y, l, e, s\) (where \(x\) and \(y\) are spatial coordinates; \(l\) and \(e\) are velocity coordinates and \(s\) is the particle species). The default data layout used by the application was \(1xyes\), which indicates the order of the dimensions of the primary 5-dimensional array in the simulation. Active Harmony tuning suggested unique data layouts for two different architectures and improved the application performance by up to 3.4x. In subsequent releases of GS2, the developer changed the default layouts for the two architectures to the ones suggested by Active Harmony.

The second stage looked at three tunable parameters: \(n\theta\) (number of grid points per \(2\pi\) segment of field line), \(n\text{grid}\) (energy grid), and \(n\text{odes}\) (number of nodes). The selection of these tunable parameters were made by the application developer. It should be noted that changing \(n\theta\) and \(n\text{grid}\) may affect simulation resolution. However, the search was conducted using

\(^3\)We only summarize the results here. For full results, please consult an earlier paper [94] on this topic.
developer suggested parameter value ranges that generate acceptable resolutions. After tuning, execution time for a production run of GS2 improved by 37%.

The observation that there exists a trade-off between the accuracy and performance improvement is important. Scientific applications have some configurations that help improve the performance dramatically with some compromise on the accuracy of the output. The decision on how to find a balance between these two crucial factors rests with the experts. However, auto-tuning can help them quantify and make such choices.

10.5.2 Compiler Transformations — Computational Kernels

In Section 10.3.2, we noted that compiler based auto-tuning frameworks have encouraged expert participation in deciding optimization strategies for complex codes. In this section, we show how Active Harmony can use the knowledge provided by experts to successfully generate highly optimized matrix multiplication kernels.

Complex architecture features and deep memory hierarchies that characterize the state-of-art HPC platforms require applying nontrivial optimization strategies on loop nests to achieve high performance. Compounding these challenges is the fact that different loop optimizations usually have different goals, and when combined they might have unexpected (and sometimes undesirable) effects on each other. Even optimizations with similar goals but targeting different resources, such as unroll-and-jam plus scalar replacement (targeting data reuse in registers), and loop tiling plus data copy (for reuse in caches), must be carefully combined [337]. Figure 10.3 illustrates these complex interactions by showing the performance of square matrix multiplication as a function of tiling and unrolling factors. We see a corridor of best performing combinations along the $x - y$ diagonal where tiling and unrolling factors are equal.

We use Active Harmony’s offline tuning mechanism to compensate for the lack of precise analytical models and to automatically handle the latent and complex interactions between the optimization strategies. The tuning involves performing a systematic search over a collection of automatically generated code-variants.

The use of a matrix multiplication (MM) kernel for the experiments presented in this section was motivated by two goals. First, the optimization of the MM kernel has been extensively studied in the past and as such, we can easily compare the effectiveness of our approach to that of well-tuned MM libraries (e.g., Atlas). And second, the MM kernel exhibits the complex parameter interactions that were discussed earlier. Therefore, the results obtained for MM can be extrapolated to generic loop-nests beyond the realm of linear algebra.

CHiLL [87], a polyhedra-based framework, is used to generate code-variants. CHiLL provides a high-level script interface that allows compilers and application programmers to use a common interface to describe parametrized code
Parameter Interaction (Tiling and Unrolling for MM, N=800)

FIGURE 10.3: Parameter Search Space for Tiling and Unrolling. Figure from [337] [©2005 IEEE] Reprinted with permission.
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TABLE 10.2: Matrix Multiplication Optimization. Table from [337] [©2009 IEEE] Reprinted with permission.

<table>
<thead>
<tr>
<th>naive</th>
<th>CHiLL – Recipe</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>do K = 1, N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>do J = 1, N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>do I = 1, N</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tile(0,2,TI)</td>
<td>TK \times TI \leq \frac{\text{size}_L}{2}</td>
</tr>
<tr>
<td></td>
<td>tile(0,2,TI)</td>
<td>TK \times TJ \leq \frac{\text{size}_L}{2}</td>
</tr>
<tr>
<td></td>
<td>tile(0,5,TK)</td>
<td>UI \times UJ \leq \text{size}_R</td>
</tr>
<tr>
<td></td>
<td>datacopy(0,2,1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>datacopy(0,4,3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>unroll(0,4,0I)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>unroll(0,5,0J)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TK, TJ, TK, UI, UJ</td>
<td></td>
</tr>
</tbody>
</table>

transformations to be applied to a computation. The optimization strategy for MM reflected in the CHiLL script in Table 10.4 exploits the reuse of C(I,J) in registers, and the reuse of A(I,K) and B(K,J) in caches. Data copying is applied to avoid conflict misses. The values for the five unbound parameters TI, TJ, TK, UI, and UJ are determined by Active Harmony, which uses the PRO algorithm to navigate this five-dimensional search space.

The experiments were performed on a 64-node Linux cluster (henceforth referred to as umd-cluster). Each node is equipped with dual Intel Xeon 2.66 GHz (SSE2) processors. L1- and L2-cache sizes are 128 KB and 4096 KB re-
spectsively. To study the effect of simplex size, we considered four alternative simplex sizes - $2N$, $4N$, $8N$, and $12N$, where $N(=5)$ is the number of unbound parameters. Figure 10.4 shows the performance of the best point in the simplex across search steps. Tuning runs conducted with $12N$ and $8N$ simplices clearly use fewer search steps than the search conducted with smaller simplices. Recall from Figure 10.3 that the loop transformation parameter space is not smooth and contains multiple local minima and maxima. The existence of long stretches of consecutive search steps with minimal or no performance improvement (marked by arrows in Figure 10.4) in the $2N$ and $4N$ cases show that more search steps are required to get out of local minima for smaller simplices. At the same time, by effectively harnessing the underlying parallelism, $8N$ and $12N$ simplices evaluate more unique parameter configurations (see Table 10.3) and get out of local minima at a faster rate. The results summarized in Table 10.3 also show that as the simplex size increases, the number of search steps decreases, thereby confirming the effectiveness of the increased parallelism.

The next question regarding the effectiveness of Active Harmony relates to the quality of the search result. Figure 10.5 shows the performance of the code variant produced by a $12N$ simplex across a range of problem sizes along with the performance of native ifort compiler, Atlas’ search-only and full version. In addition to a near exhaustive sampling of the search space, Atlas uses carefully hand-tuned BLAS routines contributed by expert programmers. Therefore, to make a meaningful comparison, we provide the performance of the search-only version of Atlas — code generated by the Atlas Code Generator via pure empirical search. Our code version performs, on average, 2.36 times faster than the native compiler. The performance is 1.66 times faster than the search-only version of Atlas. Our code variant also performs within 20% of Atlas’ full version (with processor-specific hand coded assembly).

### 10.5.3 Full Application — SMG2000

Full application tuning is a part of a broader effort to integrate various compilers and auto-tuning tools as part of the PERI (Performance Engineering Research Institute) project [16]. The ultimate aim of the effort is to develop a fully automated tuning tool-chain for whole applications. More details on this integration effort can also be found elsewhere [215]. The tuning process starts by first using application profiling tools such as HPCToolkit (see Chapter 4) to
identify hotspots. The hotspots are then outlined to a separate function using the ROSE compiler [15]. The actual code transformations are selected by the auto-tuning system from a recipe library. The library is created by compiler
experts based on their experience working with real codes. Unlike traditional compiler optimization which must be coded into the compiler, these recipes can evolve over time.

The final stage involves using search-based auto-tuners to perform the empirical tuning. At each auto-tuning step, the auto-tuner requests code generation tools to generate code variants with a given set of code transformation parameters. The new code is compiled into a shared library. The application dynamically loads the transformed kernel by using the dlopen/dlsym mechanism. The measured performance is fed back to the auto-tuner. The use of the shared library mechanism provides advantages for both offline and online tuning modes. For offline mode, only the outlined and transformed code has to be recompiled between successive tuning runs. Furthermore, the tuning time can be kept under control by using the checkpoint restart mechanism. For online mode, the use of the shared library mechanism allows the auto-tuner to adjust application execution during a single production run. Applications can swap out poorly implemented hotspots with better performing and automatically generated code-variants.

To demonstrate the potential of this approach, we consider the SMG2000 [63] benchmark. SMG2000 is a parallel semi-coarsening multigrid solver for the linear systems arising from finite difference, finite volume, or finite element discretizations of the diffusion equation $\nabla \cdot (D \nabla u) + \sigma u = f$ on logically rectangular grids. The code solves both 2D and 3D problems with discretization stencils of up to nine-point in 2D and up to 27-point in 3D.

We use HPCToolkit to identify the most time-consuming kernel. The ROSE outliner outlines the kernel to a separate and independently compilable C source file with all dependent structures and typedef declarations preserved. Key portions of the outlined kernel is shown in Table 10.4. The kernel consists of sparse matrix vector multiply expressed in four-deep loop nest.\(^4\) For code-generation, we used the CHiLL loop transformation tool. The optimization strategy (CHiLL-recipe) and constraints on transformation parameters are also provided in Table 10.4. The search-space is six-dimensional and includes a parameter that controls the use of gcc versus icc. For the results presented here, we use a short representative run of SMG2000. This is done to reduce the auto-tuning time. Except for the initialization/setup phase, we disable all other phases of the application and measure the time spent in the outlined kernel.

The search is conducted in an offline mode using the parallel rank ordering algorithm. New code is generated once per search-node per search-step. Transformation parameters are adjusted between successive runs of SMG2000 on umd-cluster (see Section 10.5.2). The search uses a 24-point simplex, which means up to 23 new parameter configurations are evaluated in parallel at each search-step. After the search algorithm converges, a recursive local search around the best point is performed.

\(^4\)The outlined kernel shown is a simplified version. Actual code is much less clean.
TABLE 10.4: SMG2000 optimization details.

<table>
<thead>
<tr>
<th>Original</th>
<th>CHiLL - Recipe</th>
<th>Constraints</th>
</tr>
</thead>
</table>
| for (si = 0; si < stencil_size; si++)  
for (kk = 0; kk < nz; kk++)  
for (jj = 0; jj < ny; jj++)  
for (ii = 0; ii < nx; ii++)  
   r=([ii+(jj*ny)+(kk*nz)])-  
   (r0[(ii+(jj*ny1)+(kk*nz1)]]+  
   (r0[(ii+(jj*ny2)+(kk*nz2)])+  
   (r0[(ii+(jj*ny3)+(kk*nz3)]))/3)  
| permute([2,3,1,4])  
tile(0,4,TI)  
tile(0,3,TJ)  
unroll(0,6,US)  
unroll(0,7,UI)  
unroll(0,3,TK)  
unroll(0,2,UI)  
| 0 ≤ TI ≤ 122  
0 ≤ TJ ≤ 122  
0 ≤ TK ≤ 122  
0 ≤ UI ≤ 16  
0 ≤ US ≤ 10  
compilers ∈ {gcc, icc} |

FIGURE 10.6: Search evolution.

The search converges in 20 steps. The search-evolution (performance of the best-point at each search-step) is shown in Figure 10.6. The y-axis shows the time spent in the outlined kernel in seconds. The x-axis shows the PRO steps. The configuration that PRO converges to is: $TI = 122, TJ = 106, TK = 56, UI = 8, US = 3$. Compiler=gcc. We see a performance improvement of 2.37x on the outlined kernel. We then use the code-variant associated with this parameter configuration to do a full sized run of SMG2000 (with input parameters $-n 120 120 120 -d 3$). We compile our code-variant with the following compiler optimization flags:  
-02 -msse2 -march=pentium4. Note the -02 doesn’t apply loop-unrolling. This was done to prevent gcc from interfering with our unrolling. The results from production run are summarized in Table 10.5. We see that the full application execution improved by 27.2%.
### 10.6 Summary

In this chapter, we motivated the need for a general-purpose end-to-end auto-tuning framework for scientific codes. To keep up with the rapidly changing HPC computing platforms, we argued that auto-tuning should be a continuous process — a process that starts at the coding stage and continues throughout the life of the program. Application developers, auto-tuners and compiler experts must work together to maximize the science done in the available computation time. Developing an effective auto-tuning framework comes with its own set of challenges, however. In this chapter, we examined the most daunting of the challenges and presented approaches to address them. We identified various sources of tunability in real codes and discussed how such sources can be exploited to steer application performance.

We presented a set of distinct characteristics and requirements that auto-tuners must consider when they design their search algorithm. We showed that parallel search algorithms can leverage available parallelism to effectively deal with constrained high-dimensional search spaces. The fact that the search algorithm converges to solutions in only a few tens of search-steps while simultaneously tuning multiple parameters demonstrates its capability of taking into account the latent interactions between tunable parameters. Finally, we presented our auto-tuning experience with Active Harmony. We showed the benefits of expert/developer participation in the overall tuning process. We presented tuning results that demonstrate how the system can provide tuning solutions at all stages of application development and deployment.
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<table>
<thead>
<tr>
<th>Auto-tuned</th>
<th>Original</th>
<th>Improvement(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>49.86s</td>
<td>68.52s</td>
<td>27.2</td>
</tr>
</tbody>
</table>
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In Chapter 10, we described a set of features of a practical auto-tuning framework. We consider in this chapter how language and compiler technology can support these features, particularly in the triage process, and in generating alternative implementations of a key computation. Application programmers are typically accustomed to interacting with compilers only through optimization flags, and then observing performance behavior of the resulting code. There is a rich history of compiler technology automatically generating high-performance code that targets specific architectural features, including vector machines, VLIW and superscalar architectures, and effective management of registers. However, the rapid changes and diversity in today’s architectures, along with the complex interactions between different optimization strategies, have made it increasingly difficult for compiler technology to keep pace with application developers’ needs. To enhance the role of compilers in generating high-performance code for high-end applications, we consider in this chapter new compiler technology and interfaces into the compiler that enable a more
collaborative relationship with the application programmer in the autotuning process.

The specific compiler technology we describe primarily supports triage, optimization and code variant generation. In triage, compiler technology maps performance data back to code constructs and derives standalone executable programs from key computations, a process we call kernel extraction. In generating code variants, the compiler can participate in numerous ways, through program analysis, code transformation, and code generation. Program analysis can identify parallelism opportunities, understand storage requirements and reuse of data, and determine safety of code transformations. In addition, program analysis can interact with modeling to predict bottlenecks and to understand the performance impact of code transformations. Relevant code transformations rewrite a computation into an equivalent form that is expected to yield better performance, and can be used to improve utilization of memory, compute, or interconnect resources. For example, transformations can reorder the computation, reorganize data or refine communication and its relationship to computation. Finally, code generation realizes this rewriting, and can encompass specialization of code to specific input data, or other optimization parameter values. At every step of the compilation process, an appropriately structured compiler and language interface can permit the application developer to fill in gaps in the compiler’s analysis results, express the set of transformations to be evaluated, describe how to search the set of possible code variants or how to dynamically select among a set of distinct implementations of a computation. This vision for current and future language and compiler technology for autotuning will be the subject of this chapter.

11.1 Language and Compiler Technology

Compilers provide a mapping from high-level programming language to executable code that targets a particular architecture. In designing new programming models, the desired goal is to abstract key features of the architecture so that programmers can express their code at a high level, possibly with the execution model of the architecture in mind. For example, MPI programmers target a distributed-memory platform where communication is considered expensive, and therefore code should have very coarse-grained parallel computations with infrequent communication. Vector architectures permit expression of array computations, and encourage repeated fine-grain operations on long vectors. Today’s widely used programming models hide a lot of architectural details, sometimes making it very difficult to achieve high performance from code expressed in a way that is natural for programmers.

Today this performance gap is filled by (1) highly tuned libraries that capture common computations (e.g., dense linear algebra and FFTs) and target
specific architectures; (2) compiler optimization technology to automatically optimize for specific architectures; or least desirable; (3) application programmers writing low level architecture-specific code. We discuss in this section the relationship between these three approaches. First, we discuss the capabilities and limitations of current compiler technology. We then consider two cases where a combination of compiler and programming language technology can help the programmer achieve high performance in portions of their code that are not well represented by an existing library.

11.1.1 Compiler Technology: Capabilities and Limitations

Application scientists use a compiler as a black box to perform optimizations that improve the quality of the generated code beyond a straightforward translation. Today’s compilers are particularly effective at diverse optimizations – for example, removing redundant computation, managing registers, and identifying instruction-level parallelism. Historically, compilers have helped support the transition to new architectures, such as the migration to vector architectures in the 1980s. Nevertheless, there are numerous challenges of targeting complex modern microprocessors, with multiple cores, deep memory hierarchies, SIMD compute engines and heterogeneity. Compilers that automatically parallelize sequential codes were the subject of intense research a decade ago [59, 161], but achieving coarse-grain parallelism across a wide range of applications is still an open problem. Codes with irregular memory access patterns and parallelism, such as applications that manipulate sparse matrices and graphs, achieve just a small fraction of peak performance due to load imbalance and poor utilization of the memory hierarchy.

Fundamentally, open issues for compilers are managing the combinatorial complexity of optimization choices and decisions that are impacted by dynamic execution behavior of applications [160]. Getting everything right in this complex optimization process is sometimes simply too hard for a compiler. Still, we would like to exploit the types of optimizations that compilers do well, and, where needed, give the programmer control they so often desire without having to write low-level code. In the next two subsections, we show how compiler technology can be applied to application and library code to achieve high performance while increasing the productivity of developers. We focus on two key ideas: (1) auto-tuning is used to evaluate a rich space of optimization choices, by running a series of empirical tests to measure performance and guide in optimization selection; and, (2) we engage the developer in collaborative auto-tuning to provide high-level guidance of the optimization process.

11.1.2 Auto-Tuning a Library in its Execution Context

Before looking at the more difficult problem of tuning general application code, let us first consider compiler optimization of libraries. Libraries are
painstakingly customized by their developers to map to specific architectural features; many libraries, particularly the BLAS libraries, achieve performance that comes fairly close to architectural peak. When can compiler technology achieve even higher performance on computations that are encapsulated in a library?

Suppose that a programmer wants to use a library in an unusual way for which the library was not tuned. As an example, \texttt{nek5000} is a scalable code for simulating fluid flow, heat transfer, and magnetohydrodynamics. The code is based on the spectral-element method, a hybrid of spectral and finite-element methods [135]. \texttt{Nek5000} spends over 60\% of its sequential execution time in what are effectively Basic Linear Algebra Subroutine (BLAS) calls, but for very small matrices (e.g., $10 \times 2 \times 10$). The goal of the work we describe below was to improve the performance of \texttt{nek5000} for the Cray XT5 jaguar system at Oak Ridge National Laboratory, which uses Opteron Istanbul processors. Why is it not sufficient to use standard BLAS libraries for the target architecture?

BLAS libraries are typically tuned for large square matrices. For example, for matrix-multiply on $1024 \times 1024$ square matrices, the ACML (native), ATLAS and Goto BLAS libraries all perform well, above 70\% of peak performance on the target architecture. They all incorporate aggressive memory hierarchy optimizations such as data copy, tiling, and prefetching to reduce memory traffic and hide memory latency. Additional code transformations improve instruction-level parallelism (ILP). Several examples in the literature describe this general approach [55, 88, 153, 360, 388].

If we look closer at matrices of size 10 or smaller, however, those same BLAS libraries perform below 25\% of peak performance. Since these matrices fit within even small L1 caches, the focus of optimization should be on managing registers, exploiting ILP in its various forms, and reducing loop overhead. For these purposes, we can use loop permutation, which reorders the loops in a loop nest, and aggressive loop unrolling to unroll the iterations for all loops in a nest. To the backend compiler, unrolling exposes opportunities for instruction scheduling, mapping array variables to registers, and eliminating redundant computations. Loop permutation may enable the backend compiler to generate more efficient single-instruction multiple-data (SIMD) instructions by bringing a loop with unit stride access in memory to the innermost position, as required for utilization of multimedia-extension instruction set architectures such as SSE-3. Even with this very limited set of optimizations, we must explore a search space of different loop orders and unroll factors that is still quite large. We use auto-tuning, coupled with heuristics to prune the search space, to specialize the BLAS calls to the dominant matrix sizes used by \texttt{nek5000}, corresponding to 99\% of the matrix-multiply execution time. To demonstrate the impact of compiler optimization of library code, we show performance results in Figure 11.1. A comparison with BLAS libraries for different matrix sizes is taken from [304] and is shown in Figure 11.1(a). The use of specialization, autotuning, and optimizations focused on small matrices yields significant gains over even the best manu-
ally tuned libraries, including the native ACML BLAS (version 4.1.0), Goto BLAS (goto_barcelona-r1.26), and ATLAS (version 3.8.2 with the following architectural default: AMD64K10h64SSE3). Each performs at less than 30% of peak for the smallest matrices, which is more than 3X faster than using the native compiler on a naive implementation. The manually tuned baseline, part of \texttt{Nek5000}, is a little slower than the hand-tuned libraries, performing at roughly 23% of peak across all sizes. As shown in Figure 11.1(a), our automatically generated library code yields performance up to 77% of peak, more than a 2.2X improvement over the manually tuned code and the hand-tuned BLAS libraries.

Results from running the entire \texttt{Nek5000} on up to 256 processors of jaguar is taken from [303] and is shown in Figure 11.1(b). We see that the optimized BLAS libraries lead to a 26% performance gain over the manually-tuned versions for the same number of processors.

11.1.3 Tuning Other Application Code

We have shown an advantage to using compiler technology in tuning library code in its execution context. However, even more importantly, a compiler can apply its optimizations to application code for which there does not exist a library. We will show the SMG2000 example in Chapter 10, where compiler technology contributed to an integrated suite of tools, resulting in a 2.37X speedup on the residual computation and 27% performance improvement on the full application.

As another example, S3D is a turbulent combustion code under development at Sandia National Laboratory. Using a compiler optimization framework called LoopTool [281], the most costly loop nest in S3D was annotated with a set of transformations to be applied. In this way, the code could remain at a high level, with the annotations describing how to optimize the code. The results of this optimization were a 2.94X reduction in execution time [234].

11.2 Interaction between Programmers and Compiler

Application programmers typically interact with compilers through optimization flags. Most commercial compilers support an extensive number of optimization flags where each flag directs the compiler to enable a specific optimization or hardware mechanism (such as hardware prefetching). To achieve high performance it is often necessary to employ a number of carefully selected optimizations and mechanisms. Finding a combination of compiler flags that results in good performance often requires experimentation, due to complex interactions between code transformations, architecture features, or both. While some compilers provide feedback on the success of specific optimizations, most
FIGURE 11.1: Performance Results. (a) Comparison of BLAS performance for small matrices from nek5000. (b) Nek5000 on Jaguar using 1 core per node.
do not provide information about negative interactions between optimizations or among optimizations and hardware mechanisms. The lack of control over the optimization strategy (code transformations, order of transformations, optimization parameters) and interactions with hardware mechanisms (such as hardware prefetching) drives application developers to manual performance tuning. Manual tuning is a time-consuming and error-prone process, and may prevent further compiler optimization as some manually optimized codes are not ammenable to compiler analysis.

We envision a compiler-based performance tuning model in which performance tuning options are exposed to developers and tools by well-defined interfaces. Under this model each performance tuning component provides an interface to its performance tuning knobs to support external control by developers or other components and tools. The key requirement of each interface is to expose the space of performance tuning options offered by its component. Through these interfaces a developer or tool can derive and navigate custom spaces of optimization strategies according to specific requirements and constraints. For example, a triage interface would allow customization of performance criteria for identifying performance bottlenecks; a transformation interface would allow the specification of compositions of loop transformations, and allow transformation parameters to have a range of possible values; a search interface would allow the selection of the search algorithm, evaluation criteria, stop criteria and any other search properties offered by the search component.

11.3 Triage

Code triage identifies sources of performance bottlenecks in complex applications with the goal of selecting computations, or code sections, for performance tuning. This identification is made by collecting performance data at execution time and correlating the data to code sections.

Methodologies for collecting performance data include code instrumentation and statistical sampling of hardware performance counters.

Code instrumentation directly inserts measurement code in the source program, allowing the programmer to pinpoint code sections to be profiled. Manual code instrumentation is not practical for large applications, but automatic instrumentation tools typically allow instrumentation of functions, methods, basic blocks, and statements. One of the drawbacks of code instrumentation is that the extra measurement code can substantially increase execution time. Another is that programmers typically instrument code sections which they expect to be performance bottlenecks, and may miss other opportunities for performance tuning.

Collecting performance data with statistical sampling works by sampling
an execution of a program using hardware performance counters. The advantages of statistical sampling over instrumentation are that sampling does not require modification of source code and introduces much lower overheads. Sampling using performance counters captures detailed metrics such as number of operations, cache misses and pipeline stalls, which are essential for understanding performance of applications on complex architectures. Statistical sampling is used in HPCToolkit, a suite of tools described in Chapter 4 that supports measurement, analysis, attribution, and visualization of application performance for both sequential and parallel programs.

11.3.1 Code Isolation

It is often desirable to isolate each code segment selected for optimization into a standalone kernel, because tuning a standalone kernel takes much less time than tuning the same computation in the full application. The process of isolating, or outlining, a code segment can be automated. Tools that automate code outlining include Lee and Hall’s Code Isolator [211] and the ROSE Outliner developed by Liao et al. [215]. The main goal of a code isolation tool is to automatically produce an isolated version of a code segment that can be compiled and executed with inputs representative of the original program. If performance tuning is the goal, the tool must also initialize the machine state so that execution of the isolated code segment mimics the performance behavior of the computation when executing in the full program.

In general, a code outlining tool must perform the following steps, (more details can be found in [211,215]):

- Generate representative input data sets. This is achieved by instrumenting the application to capture representative input data values, just prior to executing the code to be isolated.

- Identify input parameters. This step performs an analysis of upwards exposed uses to identify which variables referenced in the code segment must be passed as input parameters. Upwards exposed uses determine what uses of variables in the outlined code may be reached by definitions outside the code.

- Initialize input parameters. The set of input parameters must be initialized prior to invoking the outline procedure in the isolated program. If the isolated code includes undefined sizes of arrays, the lower and upper bounds of array sizes are determined through instrumenting the original program. Data values are extracted from the original program, and are initialized in the isolated program. An alternative strategy to the analysis and initialization of input state, used by ROSE, is to simply checkpoint the application state on entry to the function, and use the memory state to initialize the input to outlined code.

- Capture machine state. The state of the machine from the original pro-
gram is captured through instrumentation, and is set during initialization in the isolated code. The machine state describes all relevant state of the target architecture, including register, cache memory, and TLB.

- Generate a version of the isolated code with the data set and machine state initialized. The isolated code is encapsulated in a function, which can be invoked by a main program.

11.4 Code Transformation

There has been some recent research on new models where the compiler is not a monolithic block but a set of components that operate on distinct compilation phases and communicate through well-defined interfaces. These interfaces can be exposed to developers to allow external control of the tasks performed by the compiler. A major component of such a compiler framework is code transformation. Several code transformation tools that operate independently or as components of a compiler framework have been developed in the past few years. Among these tools are CHiLL [89], Graphite [279], LoopTool [280], Orio [162], PLuTo [60], POET [387], and URUK [149]. The ROSE compiler [15] also exposes an interface to its code transformation module.

CHiLL is a code transformation and code generation tool designed to support compiler-based autotuning and facilitate empirical search. CHiLL is based on the polyhedral model and supports a rich set of transformations that can be composed to generate custom optimization strategies. Developers or compilers interact with CHiLL using a high-level interface where an optimization strategy is specified as a transformation recipe [159]. A transformation recipe is a sequence of composable transformations to be applied to a code section.

Graphite is a loop transformation framework that uses the polyhedral model as its internal representation. Graphite was introduced in GCC 4.4 and is part of a polyhedral compilation package (PCP) designed to support loop optimization and analysis for GCC. PCP exposes an annotation-based transformation interface that can be used to specify transformations on a per statement basis. A single transformation can be applied per statement on each code generation cycle, and a composition of transformations to a statement must be specified over consecutive code generation cycles (this is a limitation of the transformation interface, and not of PCP.)

LoopTool is a source-to-source loop transformation tool that employs both data and computation restructuring to improve data reuse on several levels of the memory hierarchy. It uses multi-level fusion of loop nests to improve data reuse and expose opportunities for other optimizations, such as array contraction, unroll-and-jam, multi-level tiling, and iteration space
splitting. Application developers can tune performance by augmenting their code with directives that control how transformations are applied. LoopTool checks the legality of the optimizations specified by the directives, performs the transformations requested and generates the transformed source code.

Orio is an annotation-based system that enables developers to augment source code with optimization and performance information. Orio is designed for portability, extensibility and automation, and is based on an extensible annotation parsing architecture. As an empirical performance-tuning system, Orio takes annotated C code as input, generates many code variants of the annotated code, and evaluates their performance empirically. In addition, Orio supports automated validation of the transformed code versions.

Pluto is an automatic parallelization tool that generates OpenMP parallel code from sequential C programs. Pluto is based on the polyhedral model and transforms code targeting both coarse-grained parallelism and locality simultaneously. Its core transformation framework supports outer, inner, and pipelined parallelization along with efficient tiling, fusion, and unrolling. Explicit tuning of parameters, such as tile sizes and unroll factors, and outer level loop fusion structure is supported by a number of options via command-line or optional files.

POET (Parameterized Optimizations for Empirical Tuning) is a dynamic scripting language and tool to express hundreds or thousands of complex code transformations and their configurations using a small set of parameters. POET was originally designed for parameterizing performance optimizations, and it is especially relevant to the evaluation of large search spaces as part of empirical tuning. Users can direct POET to apply a set of specified configurations to a code section using command line options and a configuration file.

URUK (Unified Representation Universal Kernel) is part of a compilation framework implemented within the Open64/ORC compiler. URUK performs code transformations in the WRAP-IT (WHIRL-Represented As Polyhedra - Interface Tool) polyhedra representation. Transformations are built from elementary actions called constructors, and expressed in a scripting language that supports composition of transformations.

The ROSE compiler exposes an interface that allows users to specify code transformations to CHiLL, POET, and its own loop translators. This interface was designed to support tool interoperability within PERI [271] (Performance Engineering Research Institute.)

Each of these tools exposes an interface to code transformations. The most common interface mechanisms are annotations in the code, command-line options or additional files with a description of transformations, and transformation recipes written using a transformation interface such as CHiLL’s. The next section discusses transformation interfaces in more detail.
11.4.1 Transformation Interfaces

As more compiler-based transformation tools expose an interface to code developers, a few languages and high-level interfaces that allow developers to specify parameterized transformations have been proposed. The X language [117] was designed to represent parameterized programs in a compact way and to serve as an intermediate representation for library generators. X makes it easy for programmers to specify transformations and parameters, to change the order of transformations and parameter values, and to generate multiversion programs. Similarly, the interface to CHILL permits description of high-level code transformations, parameterized by optimization variables such as unroll factors and tile sizes [159]. A recent extension to CHILL’s transformation interface, called CUDA-CHILL, provides an even higher level of abstraction for describing transformations, with additional constructs for generating CUDA for Nvidia GPUs [287].

The transformation interfaces described in this section share some common goals: to support automatic performance tuning and user-assisted tuning with automated steps such as code generation and empirical search; and to facilitate interoperability between compilers and tools.

The key requirements of a high-level interface for transformation recipes in an auto-tuning environment are:

- a level of abstraction suitable to both compilers and application developers;
- a mechanism for naming language constructs;
- a mechanism to define transformations, such as transformation rules from the X language [117];
- support for empirical search with tunable optimization parameters.

**High-level interface.** A transformation recipe expresses an optimization strategy as a sequence of composable transformations. Each transformation has a set of input and output parameters. Input parameters are: (1) language constructs such as statements, loops, and array references that are present in the code before the transformation is applied; (2) optimization parameters such as tile size and unroll factors, which can be integer values or unbound parameters to be instantiated during empirical search. Output parameters are specifiers to new language constructs resulting from the code transformation. Output parameters allow subsequent transformations in a transformation recipe to refer to these new constructs.

**Representation of language constructs.** A common interface to transformation tools or compilers requires a mechanism for naming language constructs such as loops, statements, and array references. Under the DOE SciDAC PERI project, Quinlan and Liao [15] have designed a representation based on abstract handles to language constructs, to support interoperability between compiler and tools. Abstract handles represent references to language
constructs in source code and optimization phases, and allow language constructs to be specified in multiple formats, including:

- Source file position information including path, filename, line and column number as in GNU standard source position [5].
- Global or local numbering of specified language construct in source file.
- Global or local names of constructs.
- Language-specific naming mechanisms.

Interoperability is achieved by writing out abstract handles as strings and reading them with other tools to build the equivalent abstract handle.

To make the discussion of transformation frameworks and transformation recipes concrete, we illustrate in Figure 11.2 the process of generating CUDA code from a sequential application and a CUDA-CHiLL recipe, taken from [287]. This transformation interface goes beyond prior systems, with the following support:

- **Parameters as variables.** Mutable variables allow for parameters to be set by auto-tuning framework or by other methods.
- **Queryable program state.** Captures the side-effects and results of commands as well as other code state as variables or through function calls.
- **Logical branching.** Reacts to captured or parameterized information with logical branching and iteration constructs.
- **Encapsulation.** Groups of commands are encapsulated and context insensitive to previous commands.
- **Readability.** References semantic constructs that carry over to the final generated program.

With these goals, it becomes immediately apparent that we are thinking of transformation recipes as programs written in a very limited programming language. For this reason, CUDA-CHiLL extends CHiLL’s transformation recipes by adding a programming language frontend implemented with Lua, a lightweight, embeddable scripting language with extensible semantics and easy integration with a host program [178]. Lua has been described as “multi-paradigm” with features that allow for functional, imperative and object-oriented programming styles.

Figure 11.2 illustrates some of these features for a simple matrix-vector multiply code generation. The CUDA-CHiLL transformation recipe in Figure 11.2(b) is applied to the sequential matrix-vector multiply code in Figure 11.2(a). We use a tiling transformation (tile_by_index) to partition the sequential computation into tiles for hierarchical parallel execution of CUDA threads and blocks. The recipe introduces two new control loops to be used
as CUDA block and thread indices, $ii$ and $jj$. These new loops are used as handles for the CUDA mapping operation (cudaize) at line 7 and they can be seen as the loop indices of the first two loop levels of the intermediate result shown in Figure 11.2(c). The automatically-generated code for kernel invocation scaffolding and the CUDA kernel is shown in Figures 11.2(d) and (e), respectively.

11.5 Higher-Level Capabilities

The focus of this chapter, and indeed much of the auto-tuning literature, has been on tuning performance for a single core or single socket of a supercomputer. While single-socket performance is a critical factor in transitioning applications to perform efficiently on multi-core architectures, many applications fail to scale due to high communication overhead (including high latency), load imbalance, and related issues that require optimization of application behavior across sockets. Work on auto-tuning that crosses sockets is limited, but we cite a few examples here that help to frame the research challenges.

A key issue in scalable performance is how data is decomposed across the distributed memory space. In PGAS languages, this data decomposition is typically expressed by the application programmer. Zima et al. describe the design of a programming system that focuses on productivity of application programmers in expressing locality-aware algorithms for high-end architectures, which are then automatically tuned for performance. The approach combines the successes of two novel concepts for managing locality: high-level specification of user-defined data distributions and model-guided auto-tuning for data locality [391].

Another aspect of scalability is the overlap of communication and computation, which can be adjusted by changing the communication granularity. Danalis et al. describe how to transform code to adjust a variety of communication parameters to improve performance. They present results from a detailed study of the eect of the problem and message size, level of communication-computation overlap, and amount of communication aggregation on runtime performance in a cluster environment based on an RDMA-enabled network [107].

In general, the notion of higher-level optimization will focus on a combination of auto-tuning the partitioning of data across nodes and communication parameters, in conjunction with the auto-tuning of the single-node or single-socket computation in the context of these data partitioning and communication granularity decisions.
int i, j;
for (i = 0; i < N; i++)
    for (j = 0; j < N; j++)
        a[i] = a[i] + c[i][j] * b[j];
(a) Matrix-vector multiply sequential source code.

1 init("seqMV.suit", 0, 0)
2 dofile(hlcuda.lua)
3 N=1024
4 T1=16
5 tile_by_index(“ii”, “jj”, T1,T1, l1 control="ii", l2 control="jj", “ii”, “jj”, “ii”, “jj")
6 print code()
7 cudaize(“gpuMV”, a=N, b=N, c=N*N, block="ii", thread="jj")
(b) A very simple transformation recipe.

for (ii = 0; ii < 64; ii++)
    for (jj = 0; jj < 64; jj++)
        for (i = 16 * ii; i < 16 * ii + 16; i++)
            for (j = 16 * jj; j < 16 * jj + 16; j++)
                a[i] = a[i] + c[i][j] * b[j];
(c) The results of output at line 6 from (b).

void seqMV(float (*c)[1024], float *a, float *b)
float *dev10Ptr, *dev11Ptr, *dev12Ptr;
cudaMalloc(&dev10Ptr, 1024 * 4);
cudaMemcpy(dev10Ptr, a, 1024 * 4, cudaMemcpyHostToDevice);
cudaMalloc(&dev11Ptr, 1048576 * 4);
cudaMemcpy(dev11Ptr, c, 1048576 * 4, cudaMemcpyHostToDevice);
cudaMalloc(&dev12Ptr, 1024 * 4);
cudaMemcpy(dev12Ptr, b, 1024 * 4, cudaMemcpyHostToDevice);
dim3 dimGrid(64, 1);
dim3 dimBlock(64, 1);
gpuMV<<<dimGrid,dimBlock>>>(dev10Ptr, (float(*)[1024])dev11Ptr, dev12Ptr);
cudaMemcpy(a, dev10Ptr, 1024 * 4, cudaMemcpyDeviceToHost);
cudaFree(dev10Ptr);
cudaFree(dev11Ptr);
cudaFree(dev12Ptr);
(d) The resulting generated CUDA scaffolding in the original host-executed function.

global void gpuMV(float *a, float (*c)[1024], float *b)
int bx = blockIdx.x; int tx = threadIdx.x;
for (i = 16 * bx; i < 16 * bx + 16; i++)
    for (j = 16 * tx; j < 16 * tx + 16; j++)
        a[i] = a[i] + c[i][j] * b[j];
(e) The resulting generated CUDA kernel.

FIGURE 11.2: A simplified example of tiled and CUDAized matrix-vector multiply. (a) Matrix-vector multiplication code, (b) Transformation recipe, (c) intermediate result, (d) CUDA scaffolding, (e) CUDA kernel.
11.6 Summary

This chapter has described how compiler and programming language technology can support the performance tuning process through automatic techniques and collaboration with an application developer. The chapter began with examples where this technology was used to accelerate the performance of high-performance libraries and scalable production scientific applications. We described the use of this technology in the triage phase to identify key computations using traces or sampling, and to isolate these computations into standalone executable code. We discussed the use of transformation frameworks and their associated interfaces to provide programmers with a means to automatically generate code from a high-level description. Finally, we described higher-level optimizations across sockets to optimize data layout and communication/computation overlap.

Future architectures will increase the need for language and compiler support for auto-tuning. Demands for energy efficiency and affordability are driving future exascale architectures toward heterogeneous computation and memory resources, with orders of magnitude higher flops/byte ratios. The growing trend of using GPUs as accelerators to a conventional multi-core microprocessor will continue its migration into the supercomputer platforms. Therefore, future tuning efforts will focus on computation partitioning between different heterogeneous processing units and even more attention to management of memory hierarchies of growing complexity. These trends demand a more collaborative relationship between tools and application developers.
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Dense linear algebra (DLA) forms the core of many scientific computing applications. Consequently, there is continuous interest and demand for the development of efficient algorithms and implementations on new architectures. One response to this demand has been the development of the ATLAS (Automatic Tuning of Linear Algebra Software) system to automatically produce implementations of the BLAS (Basic Linear Algebra Subroutines) routines that underlie all of dense linear algebra. ATLAS generates efficient code by
running a series of timing experiments using standard techniques for improving performance (loop unrolling, blocking, etc.) to determine optimal parameters and code structures. While ATLAS has been highly successful in tuning DLA for cache-based architectures, we are developing new auto-tuning techniques for multicore and heterogeneous architectures that exploit higher levels of parallelism and asynchronous scheduling. This chapter describes the ATLAS techniques as well as recent research on empirical tuning of dense linear algebra routines for multicore and GPU architectures.

### 12.1 Background and Motivation

This section begins with a discussion of how scientific computing relies on the efficient solution of numerical linear algebra problems. It discusses the critical performance issues involved, emphasizing performance on multicore and heterogeneous architectures. It then motivates the remainder of the chapter by introducing the empirical approach to DLA performance tuning.

#### 12.1.1 Importance of Dense Linear Algebra Software

The standard problems of numerical linear algebra include linear systems of equations, least squares problems, eigenvalue problems, and singular value problems [112]. Linear algebra software routines for solving these problems are widely used in the computational sciences in general, and in scientific modeling in particular. In many of these applications, the performance of the linear algebra operations are the main constraint preventing the scientist from modeling more complex problems, which would then more closely match reality. This then dictates an ongoing need for highly efficient routines; as more compute power becomes available the scientist typically increases the complexity/accuracy of the model until the limits of the computational power are reached. Therefore, since many applications have no practical limit of “enough” accuracy, it is important that each generation of increasingly powerful computers have optimized linear algebra routines available.

#### 12.1.2 Dense Linear Algebra Performance Issues

Linear algebra is rich in operations that are highly optimizable, in the sense that a highly tuned code may run multiple orders of magnitude faster than a naively coded routine. However, these optimizations are platform specific, such that an optimization for a given computer architecture will actually cause a slow-down on another architecture. The traditional method of handling this problem has been to produce hand-optimized routines for a given
machine. This is a painstaking process, typically requiring many man-months from personnel who are highly trained in both linear algebra and computational optimization. The incredible pace of hardware evolution makes this approach untenable in the long run, particularly so when considering that there are many software layers (e.g., operating systems, compilers, etc.) that also effect these kinds of architectures.

12.1.3 Idea of Empirical Tuning

Automatic performance tuning, or auto-tuning, has been used extensively to automatically generate near-optimal numerical libraries for modern CPUs. For example, ATLAS [111, 358] and PHI-PAC [55] are used to generate optimized libraries for FFT, which is one of the most important algorithms for digital signal processing. There are two general approaches to auto-tuning, namely model-driven optimization and empirical optimization. The idea of model-driven optimization comes from the compiler community. The compiler research community has developed various optimization techniques that can effectively transform code written in high-level languages such as C and Fortran to run efficiently on modern architectures. These optimization techniques include loop blocking, loop unrolling, loop permutation, fusion, and distribution, prefetching, and software pipelining. The parameters for these transformations, such as the block size and the amount of unrolling, are determined at compile time by analytical methods. While model-driven optimization is generally effective in making programs run faster, it may not give optimal performance for linear algebra and signal processing libraries. The reason is that analytical models used by compilers are simplified abstractions of the underlying processor architecture, and they must be general enough to be applicable to all kinds of programs. Thus, the limited accuracy of analytical models makes the model-driven approach less effective for the optimization of linear algebra and signal processing kernels if the approach is solely used. In contrast to model-driven optimization, empirical optimization techniques generate a large number of parameterized code variants for a given algorithm and run these variants on a given platform to find the one that gives the best performance. The effectiveness of empirical optimization depends on the parameters chosen to optimize and on the search heuristic used. A disadvantage of empirical optimization is the time cost of searching for the best code variant, which is usually proportional to the number of variants generated and evaluated. However, this cost may be justified for frequently used code, where the cost is amortized over the total useful lifetime of the generated code.
12.2 ATLAS

This section describes the goals and approach of ATLAS. ATLAS provides highly optimized linear algebra kernels for arbitrary cache-based architectures. The initial goal of ATLAS was to provide a portably efficient implementation of the BLAS (Basic Linear Algebra Subroutines). ATLAS was originally released in 1997. The most recent stable release is version 3.8.3, released in February 2009. ATLAS now provides at least some level of support for all of the BLAS and has been extended to some higher level routines from LAPACK.

As explained in [358], ATLAS uses three different methods of software adaptation, described as follows:

- **parameterized adaptation**: This method involves parameterizing characteristics that vary from machine to machine. The most important such parameter in linear algebra is probably the blocking factor used in blocked algorithms which affects data cache utilization. Not all important architectural variables can be handled by this method, however, since some of them, such as choice of combined or separate multiply and add instructions, length of floating point and fetch pipelines, etc.) can be varied only by changing the underlying source code. For these variables, the two source code adaptations described below may be used.

- **multiple implementation**: This source code adaptation method involves searching a collection of various hand-tuned implementations until the best is found. ATLAS adds a search and timing layer to accomplish what would otherwise be done by hand. An advantage of this method is that multiple authors can contribute implementations without having to understand the entire package.

- **source generation**: This source code adaptation method uses a program called a source generator which takes the various source code adaptations to be made as input and produces a source code routine with the specified characteristics. This method is flexible but complicated.

The BLAS are building block routines for performing basic vector and matrix operations. The BLAS are divided into three levels: Level 1 BLAS do vector-vector operations, Level 2 BLAS do matrix-vector operations, and Level 3 BLAS do matrix-matrix operations. The performance gains from optimized implementations depends on the level of the BLAS commonly occurring in problems in numerical linear algebra. ATLAS natively provides only a handful of LAPACK routines, but the ATLAS-provided routines can be automatically added to the standard LAPACK library from netlib [10] to produce a complete LAPACK library. In the following subsections, we describe ATLAS’s BLAS and LAPACK support.
12.2.1 Level 3 BLAS Support

The Level 3 BLAS perform matrix matrix operations. They have \( O(N^3) \) operations but need only \( O(N^2) \) data. These routines can be effectively reordered and blocked for cache reuse and thus made to run fairly close to theoretical peak on most architectures. All the Level 3 BLAS routines can be efficiently implemented given an efficient matrix-matrix multiply (hereafter shortened to the BLAS matrix multiplication routine name, GEMM). Hence, the main performance kernel is GEMM. GEMM itself is further reduced to an even smaller kernel, called gemm, before code generation takes place. gemm is blocked to constant dimensions, usually for Level 1 Cache, and then heavily optimized for both the floating point unit and memory hierarchy using parameterization combined with multiple implementation and code generation. ATLAS first empirically searches the optimization space of the gemm code and then optimizes the same code using multiple implementation. The gemm that is finally used is the best performing kernel from these two searches.

12.2.2 Level 2 BLAS Support

The Level 2 BLAS perform matrix-vector operations such as matrix-vector multiply, rank 1 update and triangular forward/backward solve. ATLAS requires only one kernel to support all Level 3 BLAS, but this is not true of the Level 2 BLAS. The Level 2 BLAS have \( O(N^2) \) operations and \( O(N^2) \) data. Two classes of kernels are needed, a tuned general matrix-vector multiply (GEMV) and a tuned rank-1 update (GER) to support a GEMV- and GER-based Level 2 BLAS. However, since the matrix cannot be copied without incurring as much cost as an operation, a different GEMV kernel is required for each transpose setting. ATLAS tunes these kernels using only parameterization for cache blocking and multiple implementation. The Level 3 BLAS performance is determined by the peak of the machine. The Level 2 and Level 1 BLAS performance, however, is usually determined by the speed of the data bus, and thus the amount gained by optimization is less.

12.2.3 Level 1 BLAS Support

The Level 1 BLAS do vector-vector operations such as dot product. These routines have \( O(N) \) operations on \( O(N) \) data. ATLAS tunes the Level 1 BLAS using only multiple implementation along with some simple parameterization. Essentially, the only optimizations to be done at this level involve floating point unit usage and some loop optimizations. Since these routines are very simple, a compiler can usually do an excellent job with these optimizations; hence, performance gains from auto-tuning are typically found only when a compiler is poorly adapted to a given platform.
12.2.4 LAPACK Support

ATLAS currently provides ten basic routines from LAPACK, each of which is available in all four data types. These routines all use or provide for the LU and Cholesky factorizations and are implemented using recursion rather than static blocking.

12.2.5 Blocking for Higher Levels of Cache

Note that this chapter defines the Level 1 (L1) cache as the “lowest” level of cache: the one closest to the processor. Subsequent levels are “higher”: further from the processor and thus usually larger and slower. Typically, L1 caches are relatively small, employ least recently used replacement policies, have separate data and instruction caches, and are often non-associative and write-through. Higher levels of cache are more often non-write-through, with varying degrees of associativity, differing replacement policies, and combined instruction and data cache.

ATLAS detects the actual size of the L1 data cache. However, due to the wide variance in high level cache behaviors, in particular the difficulty of determining how much of such caches are usable after line conflicts and data/instruction partitioning is done, ATLAS does not detect and use an explicit Level 2 cache size as such. Rather, ATLAS employs a empirically determined value called CacheEdge, which represents the amount of the cache that is usable by ATLAS for its particular kind of blocking.

12.2.6 Use of Assembly Code

Hand-tuned implementations used by ATLAS that allow for extreme architectural specialization are sometimes written in assembly code. Sometimes the compiler is not able to generate efficient backend code. ATLAS also uses assembly code to achieve persistent performance in spite of compiler changes.

12.2.7 Use of Architectural Defaults

The architectural defaults provided with ATLAS are the result of several guided installations – that is, the search has been run multiple times with intervention by hand if necessary. ATLAS’s empirical search is meant to be used only when architectural defaults are unavailable or have become non-optimal due to compiler changes. As pointed out in the UMD Autotuning chapter, empirical search run on real machines with unrelated load can result in high variance in the timing results. Thus, use of architectural defaults, which serve as a type of performance database of past results, can yield the best results.
12.2.8 Search Algorithm

ATLAS uses a “relaxed 1-D line search,” where the “relaxed” means that interacting transforms are usually handled by 2- or 3-D searches [1]. This basic search technique is adequate, given that the ATLAS developers understand good start values and the interactions between optimizations.

12.3 Auto-Tuning for Multicore

To deliver on the promise of multicore petascale systems, library designers must find methods and algorithms that can effectively exploit levels of parallelism that are orders of magnitude greater than most of today’s systems offer. To meet this challenge, the Parallel Linear Algebra Software for Multicore Architectures (PLASMA) project is developing dense linear algebra routines for multicore architectures [278]. In PLASMA, parallelism is no longer hidden inside Basic Linear Algebra Subprograms (BLAS) [2] but is brought to the fore to yield much better performance. PLASMA relies on tile algorithms, which provide fine granularity parallelism. The standard linear algebra algorithms can be represented as a Directed Acyclic Graph (DAG) where nodes represent tasks and edges represent dependencies among them. Asynchronous, out of order scheduling of operations is used as the basis for a scalable and highly efficient software framework for computational linear algebra applications. PLASMA is currently statically scheduled with a tradeoff between load balancing and data reuse. PLASMA performance depends strongly on tunable execution parameters, the outer and inner blocking sizes, that trade off utilization of different system resources, as illustrated in Figures 12.1–12.3.

12.3.1 Tuning Outer and Inner Block Sizes

The outer block size (NB) trades off parallelization granularity and scheduling flexibility with single core utilization, while the inner block size (IB) trades off memory load with extra-flops due to redundant calculations. Only the QR and LU factorizations use inner blocking. If no inner blocking occurs, the resulting extra-flops overhead may represent 25% and 50% for the QR and LU factorization, respectively [71]. Tuning PLASMA consists of finding the (NB,IB) pairs that maximize the performance depending on the matrix size and on the number of cores. An exhaustive search is cumbersome since the search space is huge. For instance, in the QR and LU cases, there are 1352 possible combinations for (NB,IB) even if we constrain NB to be an even integer between 40 and 500 and if we constrain IB to divide NB. All these combinations cannot be explored for large matrices ($N >> 1000$) on effective factorizations in a reasonable time. Knowing that this process should be re-
peated for each number of cores and each matrix size motivates us to consider a pruned search. The idea is that tuning the serial level-3 kernel (dgemm-seq, dssrfb-seq, and dsssm-seq) is not time-consuming since peak performance is reached on relatively small input matrices ($NB < 500$) that can be processed fast. Therefore, we first tune those serial kernels. As illustrated in Figure 12.4 and Figure 12.5, not all the (NB,IB) pairs result in a high performance.

For instance, the (480,6) pair leads to a performance of 6.0 Gflop/s whereas the (480,96) pair achieves 12.2 Gflop/s, for the dssrfb-seq kernel on Power6 (Figure 12.5(b)). We select a limited number of (NB,IB) pairs (pruning step) that achieve a local maximum performance on the range of NB. We have selected five or six pairs on the Intel64 machine (Figure 12.4) for each factorization and eight on the Power6 machine (Figure 12.5). We then benchmark the performance of PLASMA factorizations only with this limited number

\textbf{FIGURE 12.1:} Effect of (NB,IB) on PLASMA performance (Gflop/s) on (a) DPOTRF, (b) DGEQRF, and (c) DGETRF.
of combinations (as seen in Figures 12.1–12.3). Finally, the best performance obtained is selected.

The dsssm-seq efficiency depends on the amount of pivoting performed. The average amount of pivoting effectively performed during a factorization is matrix-dependent. Because the test matrices used for our LU benchmark are randomly generated with a uniform distribution, the amount of pivoting is likely to be important. Therefore, we have selected the (NB,IB) pairs from dsssm-seq executions with full pivoting (Figures 12.4(c) and 12.5(c)). The dsssm-seq performance drop due to pivoting can reach more than 2 Gflop/s on Power6 (Figure 12.5(c)).
Validation of Pruned Search

We have validated our pruned search methodology for the three one-sided factorizations on Intel64 16 cores. To do so, we have measured the relative performance overhead (percentage) of the pruned search (PS) over the exhaustive search (ES), that is: $100 \times \left( \frac{ES}{PS} - 1 \right)$. Table 12.1 shows that the pruned search performance overhead is bounded by 2%. Because the performance may slightly vary from one run to another on cache-based architectures [308], we could furthermore observe in some cases higher performance (up to 0.95%) with pruned search (negative overheads in Table 12.1). However, the (NB,IB) pair that leads to the highest performance obtained with one method consistently matches the pair leading to the highest performance obtained with the other method.

We expect that the results will generalize to other linear algebra prob-
Figure 12.4: Effect of (NB,IB) on the performance (in GFlop/s) of the serial PLASMA computational intensive level-3 BLAS kernels: (a) DGEMM, (b) DSSRFB, (c) DSSSM.

Table 12.1: Overhead (in %) of Pruned search (Gflop/s) over Exhaustive search (Gflop/s) on Intel64 16 cores.

<table>
<thead>
<tr>
<th>Matrix Size</th>
<th>DPOTRF</th>
<th>DGEQRF</th>
<th>DGETRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pruned Search</td>
<td>Exhaustive Search</td>
<td>Overhead</td>
<td>Pruned Search</td>
</tr>
<tr>
<td>1000</td>
<td>53.44</td>
<td>52.93</td>
<td>-0.95</td>
</tr>
<tr>
<td>2000</td>
<td>79.71</td>
<td>81.08</td>
<td>1.22</td>
</tr>
<tr>
<td>4000</td>
<td>101.34</td>
<td>101.09</td>
<td>-0.25</td>
</tr>
<tr>
<td>6000</td>
<td>108.78</td>
<td>109.21</td>
<td>0.39</td>
</tr>
<tr>
<td>8000</td>
<td>112.62</td>
<td>112.58</td>
<td>-0.03</td>
</tr>
</tbody>
</table>
FIGURE 12.5: Effect of (NB,IB) on the performance (in GFlop/s) of the serial PLASMA computational intensive level-3 BLAS kernels: (a) DGEMM, (b) DSSRFB, (c) DSSSSM.
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Problems and even to any algorithm that can be expressed by a DAG of fine-grain tasks. Compiler techniques allow for the DAG of tasks to be generated from the polyhedral model applied to code that is free of runtime dependencies such as Cholesky or LU factorization without pivoting [44]. In comparison, by working at a much higher abstraction layer (a whole matrix tile as opposed to individual matrix elements) and with semantic knowledge of functions called from within the loop nests, PLASMA is able to produce highly-tuned kernels.

12.4 Auto-Tuning for GPUs

As mentioned above, the development of high performance dense linear algebra (DLA) depends critically on highly optimized BLAS, and especially on the matrix multiplication routine (GEMM). This statement is especially true for Graphics Processing Units (GPUs), as evidenced by recently published results on DLA for GPUs that rely on highly optimized GEMM [338, 344]. However, the current best GEMM performance on GPUs, e.g., up to 375 Gflops/s in single precision and up to 75 Gflops/s in double precision arithmetic on NVIDIA’s GTX 280, is difficult to achieve. The software development requires extensive GPU knowledge and even backward engineering to understand undocumented aspects of the architecture. This section describes preliminary work on some GPU GEMM auto-tuning techniques that allow keeping up with changing hardware by rapidly reusing existing ideas. Preliminary results show auto-tuning to be a practical solution that, in addition to enabling easy portability, can achieve substantial speedups on current GPUs (e.g., up to 27% in certain cases for both single and double precision GEMM on the GTX 280).

12.4.1 GEMM Auto-Tuner

This section presents preliminary work on the design of a GEMM “auto-tuner” for NVIDIA CUDA-enabled GPUs. Here auto-tuner means a system that automatically generates and searches a space of algorithms. More details may be found in [214].

In [344], Volkov and Demmel presents kernels for single-precision matrix multiplication (SGEMM) that significantly outperforms CUBLAS on CUDA-enabled GPUs, using an approach that challenges those optimization strategies and programming guidelines that are commonly accepted. In this chapter, we will focus on the GEMM kernel that computes $C = \alpha A \times B + \beta C$. Additionally, we will investigate auto-tuning on both single precision and double precision GEMM kernels (i.e., SGEMM and DGEMM). The SGEMM kernel proposed in [344] takes advantage of the vector capability of NVIDIA CUDA-enabled GPUs. The authors argue that modern GPUs should be viewed as
multi-threaded vector units, and their algorithms for matrix multiplication resemble those earlier ones developed for vector processors. We take their SGEMM kernel for computing $C = \alpha A \times B + \beta C$ as our code template, with modifications to make the template accept row-major input matrices, instead of column major used in their original kernel.

Figure 12.6 depicts the algorithmic view of the code templates respectively for both SGEMM and DGEMM. Suppose A, B, and C are M×K, K×N, and M×N matrices, and that M, N, and K are correspondingly divisible by BM, BN, and BK (otherwise “padding” by zero has to be applied or using the host for part of the computation). Then the matrices A, B, and C are partitioned into blocks of sizes BM×BK, BK×BN, and BM×BN, respectively (as illustrated on the figure). The elements of each BM×BN block of the matrix C (denoted by BC on the figure, standing for ‘block of C’) are computed by a $t_x \times t_y$ thread block. Depending on the number of threads in each thread block, each thread will compute either an entire column or part of a column of BC. For example, suppose BM = 16 and BN = 64, and the thread block has 16×4 threads, then each thread will compute exactly one column of BC. If the thread block has 16×8 threads, then each thread will compute half of a column of BC. After each thread finishes its assigned portion of the computation, it writes the results (i.e., an entire column or part of a column of BC back to the global memory where the matrix C resides). In each iteration, a BM×BK
block BA of the matrix A is brought into the on-chip shared memory and kept there until the computation of BC is finished. Similarly to the matrix C, matrix B always resides in the global memory, and the elements of each block BB are brought from the global memory to the on-chip registers as necessary in each iteration. Because modern GPUs have a large register file within each multiprocessor, a significant amount of the computation can be done in registers. This is critical to achieving near-optimal performance. As in [344], the computation of each block BC = BC + BA × BB is fully unrolled. It is also worth pointing out that in our SGEMM, 4 saxpy calls and 4 memory accesses to BB are grouped together, as in [344], while in our DGEMM, each group contains 2 saxpy and 2 memory accesses to BB. This is critical to achieving maximum utilization of memory bandwidth in both cases, considering that the different widths between float and double.

As outlined above, 5 parameters (BM, BK, BN, tx, and ty) determine the actual implementation of the code template. There is one additional parameter that is of interest to the actual implementation. This additional parameter determines the layout of each block BA of the matrix A in the shared memory, i.e., whether the copy of each block BA in the shared memory is transposed or not. Since the shared memory is divided into banks and two or more simultaneous accesses to the same bank cause the so-called bank conflicts, transposing the layout of each block BA in the shared memory may help reduce the possibility of bank conflicts, thus potentially improving the performance. Therefore, the actual implementation of the above code template is determined or parametrized by 6 parameters, namely BM, BK, BN, tx, ty, and a flag trans indicating whether to transpose the copy of each block BA in the shared memory.

We implemented code generators for both SGEMM and DGEMM on NVIDIA CUDA-enabled GPUs. The code generator takes the 6 parameters as inputs, and generates the kernel, the timing utilities, the header file, and the Makefile to build the kernel. The code generator first checks the validity of the input parameters before actually generating the files. By validity we mean (1) the input parameters confirm to hardware constraints, e.g., the maximum number of threads per thread block $t_x \times t_y \leq 512$, and (2) the input parameters are mutually compatible, e.g., $(t_x \times t_y)\%BK = 0$, BM\%ty = 0, and BN\%tx = 0. By varying the input parameters, we can generate different variants of the kernel, and evaluate their performance, in order to identify the best variant. One way to implement auto-tuning is to generate a small number of variants for some matrices with typical sizes during installation time, and choose the best variant during run time, depending on the input matrix size.

12.4.2 Performance Results

The performance results in this section are for NVIDIA’s GeForce GTX 280.

First, we evaluate the performance of the GEMM autotuner in both sin-
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gle and double precision. Figure 12.7 (left) compares the performance of the

![Figure 12.7: Performance comparison of CUBLAS 2.0 vs auto-tuned SGEMM (left) and DGEMM (right) on square matrices.](image)

GEMM autotuner in single precision with the CUBLAS 2.0 SGEMM for multiplying square matrices. We note that both CUBLAS 2.0 SGEMM and our auto-tuned SGEMM are based on V.Volkov’s SGEMM [344]. The GEMM autotuner selects the best performing one among several variants. It can be seen that the performance of the autotuner is apparently slightly better than the CUBLAS 2.0 SGEMM. Figure 12.7 (right) shows that the autotuner also performs better than CUBLAS in double precision. These preliminary results demonstrate that auto-tuning is promising in automatically producing near-optimal GEMM kernels on GPUs. The most attractive feature of auto-tuning is that it allows us to keep up with changing hardware by automatically and rapidly generating near-optimal BLAS kernels, given any newly developed GPUs.

The fact that the two performances are so close is not surprising because our auto-tuned code and CUBLAS 2.0’s code are based on the same kernel, and this kernel was designed and tuned for current GPUs (and in particular the GTX 280), targeting high performance for large matrices. In practice though, and in particular in developing DLA algorithms, it is very important to have high performance GEMMs on rectangular matrices, where one size is large, and the other is fixed within a certain block size (BS), e.g., BS = 64, 128, up to about 256 on current architectures. For example, in an LU factorization (with look-ahead) we need two types of GEMM, namely one for multiplying matrices of size N×BS and BS×N−BS, and another for multiplying N×BS and BS×BS matrices. This situation is illustrated on Figure 12.8, where we compare the performances of the CUBLAS 2.0 vs auto-tuned DGEMMs occurring in the block LU factorization of a matrix of size 6144 × 6144. The graphs show that our auto-tuned code significantly outperforms (up to 27%) the DGEMM from CUBLAS 2.0.

Using the new DGEMM for example in the block LU (of block size BS

---

**FIGURE 12.7:** Performance comparison of CUBLAS 2.0 vs auto-tuned SGEMM (left) and DGEMM (right) on square matrices.
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FIGURE 12.8: Performance comparison of the auto-tuned (solid line) vs CUBLAS (dotted line) DGEMMs occurring in the block LU factorization (for block sizes BS = 64 on the left and 128 on the right) of a matrix of size 6144 × 6144. The two kernels shown are for multiplying N×BS and BS×N−BS matrices (denoted by N×N−BS×BS), and N×BS and BS×BS matrices (denoted by N×BS×BS).

= 64) with partial pivoting [344] improved the performance from 53 to 65 Gflop/s on a matrix of size 6144 × 6144.

We highlighted the difficulty in developing highly optimized codes for new architectures, and in particular GEMM for GPUs. On the other side, we have shown an auto-tuning approach that is very practical and can lead to optimal performance. In particular, our auto-tuning approach allowed us

- To easily port existing ideas on quickly evolving architectures (e.g., demonstrated here by transferring single precision to double precision GEMM designs for GPUs), and
- To substantially speed up even highly tuned kernels (e.g., up to 27% in this particular study).

These results also underline the need to incorporate auto-tuning ideas in our software. This is especially needed now for the new, complex, and rapidly changing computational environment. Therefore our future directions are, as we develop new algorithms (e.g., within the MAGMA project), to systematically define their design/search space, so that we can easily automate the tuning process.
12.5 Summary

Auto-tuning is crucial for the performance and maintenance of modern numerical libraries, especially for algorithms designed for multicore and hybrid architectures. It is an elegant and very practical solution for easy maintenance and performance portability. While an empirically based exhaustive search can find the best performance kernels for a specific hardware configuration, applying performance models can often effectively prune the search space.
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In this chapter, we discuss the optimization of three memory-intensive computational kernels — sparse matrix-vector multiplication, the Laplacian differential operator applied to structured grids, and the collision() operator with the lattice Boltzmann magnetohydrodynamics (LBMHD) application. They are all implemented using a single-process, (POSIX) threaded, SPMD model. Unlike their computationally-intense dense linear algebra cousins, performance is ultimately limited by DRAM bandwidth and the volume of data that must be transferred. To provide performance portability across current and future multicore architectures, we utilize automatic performance tuning, or auto-tuning.

The chapter is organized as follows. First, we define the memory-intensive regime and detail the machines used throughout this chapter. Next, we discuss the three memory-intensive kernels that we auto-tuned. We then proceed with a discussion of performance optimization and automatic performance tuning. Finally, we show and discuss the benefits of applying the auto-tuning technique to three memory-intensive kernels.

13.1 Introduction

Arithmetic Intensity is a particularly valuable metric in predicting the performance of many single program multiple data (SPMD) kernels. It is defined as the ratio of requisite floating-point operations to total DRAM memory traffic. Often, on cache-based architectures, one simplifies total DRAM memory traffic to include only compulsory reads, write allocations, and compulsory writes.

Memory-intensive computational kernels are characterized by those kernels with arithmetic intensities that are constant or scale slowly with data size. For example, BLAS-1 operations like the dot product of two N-element vectors perform $2 \cdot N$ floating-point operations, but must transfer $2 \cdot 8N$ bytes. This results in an arithmetic intensity (1/8) that does not depend on the size of the vectors. As this arithmetic intensity is substantially lower than most machines’ Flop:Byte ratio, one generally expects such kernels to be memory-bound for
any moderately-large vector size. Performance, measured in floating-point operations per second (GFlop/s), is bound by the product of memory bandwidth and arithmetic intensity. Even computational kernels whose arithmetic intensity scales slowly with problem size, such as out-of-place complex-complex FFT’s, roughly $0.16 \log(n)$, may be memory-bound for any practical size of $n$ for which capacity misses are not an issue.

Unfortunately, arithmetic intensity (and thus performance) can be degraded if superfluous memory traffic exists (e.g., conflict misses, capacity misses, speculative traffic, or write allocations). The foremost goal in optimizing memory-intensive kernels is to eliminate as much of this superfluous memory traffic as possible. To that end, we may exploit a number of strategies that either passively or actively elicit better memory subsystem performance. Ultimately, when performance is limited by compulsory memory traffic, reorganization of data structures or algorithms is necessary to achieve superior performance.

### 13.2 Experimental Setup

In this section, we discuss the three multicore SMP computers used in this chapter — AMD’s Opteron 2356 (Barcelona), Intel’s Xeon E5345 Clovertown, and IBM’s Blue Gene/P (used exclusively in SMP mode). As of 2009, these architecture’s dominate the top500 list of supercomputers [13]. The key features of these computers are shown in Table 13.1 and detailed in the following subsections.

#### 13.2.1 AMD Opteron 2356 (Barcelona)

Although superseded by the more recent Shanghai and Istanbul incarnations, the Opteron 2356 (Barcelona) effectively represents the future x86 core and system architecture. The machine used in this work is a 2.3 GHz dual-socket $\times$ quad-core SMP. As each superscalar out-of-order core may complete both a single instruction-multiple data (SIMD) floating-point add and a SIMD floating-point multiply per cycle, the peak double-precision floating-point performance (assuming balance between adds and multiplies) is 73.6 GFlop/s. Each core has both a private 64 Kbyte L1 data cache and a 512 Kbyte L2 victim cache. The four cores on a socket share a 2 Mbyte L3 cache.

Unlike Intel’s older Xeon, the Opteron integrates the memory controllers on chip and provides an inter-socket network (via HyperTransport) to provide cache coherency as well as direct access to remote memory. This machine uses DDR2-667 DIMMs providing a DRAM pin bandwidth of 10.66 Gbyte/s per socket.
13.2.2 Xeon E5345 (Clovertown)

Providing an interesting comparison to Barcelona, the Xeon E5345 (Clovertown) uses a modern superscalar out-of-order core architecture coupled with an older frontside bus (FSB) architecture in which two multichip modules (MCM) are connected with an external memory controller hub (MCH) via two frontside buses. Although two FSBs allows a higher bus frequency, as these chips are regimentsed into a cache coherent SMP, each memory transaction on one bus requires the MCH to produce a coherency transaction on the other. In effect this eliminates the parallelism advantage in having two FSBs. To rectify this, a snoop filter was instantiated within the MCH to safely eliminate as much coherency traffic as possible. Nevertheless, the limited FSB bandwidth (10.66 Gbyte/s) bottlenecks the substantial DRAM read bandwidth of 21.33 Gbyte/s.

Each core runs at 2.4 GHz, has a private 32 KB L1 data cache, and, like the Opteron, may complete one SIMD floating-point add and one SIMD floating-point multiply per cycle. Unlike the Opteron, the two cores on a chip share a 4 Mbyte L2 and may only communicate with the other two cores of this nominal quad-core MCM via the shared frontside bus.

13.2.3 IBM Blue Gene/P (Compute Node)

IBM’s Blue Gene/P (BGP) takes a radically different approach to ultrascle system performance compared to traditional superscalar processors, as it relies more heavily on power efficiency to deliver strength in numbers instead of maximizing performance per node. To that end, the compute node instantiates four PowerPC 450 embedded cores in its one chip. These cores are dual-issue, in-order, SIMD enabled cores that run at a mere 850 MHz. As such, each node’s peak performance is only 13.6 GFlop/s — a far cry from the x86 superscalar performance. However, the order of magnitude reduction in node power results in superior power efficiency.

Each of the four cores on a BGP compute chip has a highly associative 32 Kbyte L1 data cache, and they collectively share an 8 Mbyte L3. As it is a single chip solution, cache-coherency is substantially simpler, as all snoops and probes are on chip. The chip has two 128-bit DDR2-425 DRAM channels providing 13.6 Gbyte/s of bandwidth to 4 Gbyte of DRAM capacity. Like Opterons and Xeons, Blue Gene/P has hardware prefetch capabilities.

13.3 Computational Kernels

In this section, we introduce the three memory-intensive kernels used as exemplars throughout the rest of the chapter: the Laplacian stencil,
the collision streamline operators extracted from Lattice Boltzmann Magnetohydrodynamics (LBMHD), and sparse matrix-vector multiplication (SpMV).

### 13.3.1 Laplacian Differential Operator (Stencil)

Partial differential equation (PDE) solvers constitute a large fraction of scientific applications in such diverse areas as heat diffusion, electromagnetics, and fluid dynamics. Solutions to these problems are often implemented using an explicit method via iterative finite-difference techniques. Computationally, these approaches sweep over a spatial grid performing stencils — a linear combinations of each a point’s nearest neighbor. Our first kernel is the quintessential finite difference operator found in many partial difference equations — the 7-point Laplacian stencil.

This kernel is implemented as an out-of-place Laplacian stencil and is visualized in Figure 13.1. Since it uses Jacobi’s method, we maintain a copy of the grid for both the current and next time steps and thereby avoid any data hazards. Conceptually, the stencil operator in Figure 13.1(b) is simultaneously
applied to every point in the $256^3$ scalar grid shown in Figure 13.1(a). This allows an implementation to select any traversal of the points.

This kernel is exemplified by an interesting memory access pattern with seven reads and one write presented to the cache hierarchy. However, there is possibility of 6-fold reuse of the read data. Unfortunately this requires substantial per-thread cache capacity. Much of the auto-tuning effort for this kernel is aimed at eliciting this ideal cache utilization through the elimination of cache capacity misses. Secondary efforts are geared toward the elimination of conflict misses and write allocation traffic. Thus, with appropriate optimization, memory bandwidth and compulsory memory traffic provide the ultimate performance impediment. To that end, in-core performance must be improved through various techniques only to the point where it is not the bottleneck. For further details on the heat equation and auto-tuning approaches, we direct the reader to [108].

13.3.2 Lattice Boltzmann Magnetohydrodynamics (LBMHD)

The second kernel examined in this chapter is the inner loop from the Lattice Boltzmann Magnetohydrodynamics (LBMHD) application [223]. LBMHD was developed to study homogeneous isotropic turbulence in dissipative magnetohydrodynamics (MHD) — the theory pertaining to the macroscopic behavior of electrically conducting fluids interacting with a magnetic field. The study of MHD turbulence is important in the physics of stellar phenomena, accretion discs, interstellar and intergalactic media, and plasma instabilities in magnetic fusion devices [56].

In Lattice methods, the macroscopic quantities (like density or momentum) at each point in space are reconstructed through operations on a momentum lattice — a discretization of momentum along 27 vectors. As LBMHD couples computational fluid dynamics with Maxwell’s equations, the momentum lattice is augmented with a 15-velocity (cartesian vectors) magnetic lattice as shown in Figure 13.2. Clearly, this creates very high memory capacity requirements — over 1 Kbyte per point in space.
Lattice Boltzmann Methods (LBM) iterate through time calling two functions per time step: a `collision()` operator, where the grid is evolved one timestep, and a `stream()` operator that exchanges data with neighboring processors. In a shared memory, threaded implementation, `stream()` degenerates into a function designed to maintain periodic boundary conditions.

In serial implementations, `collision()` typically dominates the run time. To ensure that an auto-tuned `collision()` continues to dominate runtime in a threaded environment, we also thread-parallelize `stream()`. We restrict our exploration to a $128^3$ problem on the x86 architectures, but only $64^3$ on Blue Gene as it lacks sufficient main memory. For further details on LBMHD and previous auto-tuning approaches, we direct the reader to the following papers [363,364].

The `collision()` code is far too large to duplicate here. Superficially, the `collision()` operator must read the lattice velocities from the current time step, reconstruct the macroscopic quantities of momentum, magnetic field, and density, and create the lattice velocities for the next time step. When distilled, this involves reading 73 doubles, performing 1300 floating point operations, and writing 79 doubles per lattice update. This results in a compulsory-limited arithmetic intensity of about 0.7 FLOPS per byte on write-allocate architectures, but may be improved to about 1.07 through the use of cache bypass instructions.

Conceptually, the `collision()` operator within LBMHD comprises both a 15 and a 27 point stencil similar to the previously discussed Laplacian Stencil. However, as lattice methods utilize an auxiliary grid that stores a distribution of velocities at each point, these stencil operators are different in that they reference a different velocity from each neighbor. As such, there is no inter-lattice update reuse. Proper selection of data layout (structure-of-arrays) transforms the principal optimization challenge from cache blocking to translation lookaside buffer (TLB) blocking. When coupled with a code transformation, one may reap the benefits of good cache and TLB locality simultaneously with effective SIMDization.
FIGURE 13.3: Sparse matrix-vector multiplication (SpMV). (a) Visualization of the algebra: \( y \leftarrow Ax \), where \( A \) is a sparse matrix. (b) Standard compressed sparse row (CSR) representation of the matrix. This structure of arrays implementation is favored on most architectures. (c) The standard implementation of SpMV for a matrix stored in CSR. The outer loop is trivially parallelized without any data dependencies.

As this application was designed for a weak-scaled message passing (MPI), single program, multiple data (SPMD) environment, we may simply tune to optimize single node performance, then integrate the resultant optimized implementation back into the MPI version.

13.3.3 Sparse Matrix-Vector Multiplication (SpMV)

Sparse matrix-vector multiplication (SpMV) dominates the performance of diverse applications in scientific and engineering computing, economic modeling and information retrieval; yet, conventional implementations have historically performed poorly on single-core cache-based microprocessor systems [346]. Compared to dense linear algebra kernels, sparse kernels like SpMV suffer from high instruction and storage overhead per floating-point operations, and a lack of instruction- and data-level parallelism in the reference implementations. Even worse, unlike the implicit (arithmetic) addressing possible in dense linear algebra and structured grid calculations (stencils and lattice methods), indexing neighboring points in a sparse matrix requires an indirect access. This can result in potentially irregular memory access patterns (jumps and discontinuities). As such, achieving good performance on these kernels often requires selection of a compact data structure, reordering of the computations to favor regular memory access patterns, and code transformations based on runtime knowledge of the sparse matrix. This need for run-time optimization and tuning is a major distinction from most other computational methods.

In this chapter, we consider the SpMV operation \( y \leftarrow Ax \), where \( A \) is a sparse matrix, and \( x, y \) are dense vectors. A sparse matrix is a special case of the matrices found in linear algebra in which most of the matrix entries are zero. In a matrix-vector multiplication, computation on zeros does not change the result. As such, they may be eliminated from both the representation
and the computation, leaving only the nonzeros. Although the most common data structure used to store a sparse matrix for SpMV-heavy computations is compressed sparse row (CSR) format, illustrated with the corresponding kernel in Figure 13.3, we will explore alternate representations of the compute kernel. CSR requires a minimum overhead of 4 bytes (column index) per 8 byte nonzero. As microprocessors only have sufficient cache capacity to cache the vectors in their entirety, we may define the compulsory memory traffic as 12 bytes per nonzero. SpMV will perform 2 Flops per nonzero. As such, the ideal CSR arithmetic is only 0.166 Flops per byte; making SpMV heavily memory-bound. Capacity misses and sub-optimal bandwidth will substantially impair performance.

Unlike most of dense linear algebra, stencils on structured grids, and Fourier transforms, matrices used in sparse linear algebra are not only characterized by their dimensions but also by their sparsity pattern — a scatter plot of nonzeros. Figure 13.4 presents the spyplot and the key characteristics associated with each matrix used in this chapter. Observe that for the most part, the vectors are small, but the matrices (in terms of nonzeros) are large. Remember, 12 bytes are required per nonzero. As such, a matrix with four million nonzeros requires at least 48 Mbyte of storage — far larger than most caches. We selected a set of matrices that would exhibit several classes of sparsity: dense, low bandwidth (principally finite element method), unstructured, and extreme aspect ratio. Such matrices will see differing cache capacity issues on multicore SMPs. In addition, we ensured the matrices would run the gambit of nonzeros per row — a key component in CSR performance. Finally, although
some matrices are symmetric, we convert all of them to non-symmetric format and do not exploit this characteristic.

For further details on the sparse matrix-vector multiplication and previous auto-tuning efforts, we direct the reader to [362,365,366].

13.4 Optimizing Performance

Broadly speaking, we may either classify optimizations by their impact on implementation and usage, or by the performance bottleneck they attempt to eliminate. For example, an implementation-based categorization may delineate optimizations into four groups based on what changes are required: only code structure, data structures, the style of parallelism, or algorithms. On the other hand, if we categorize optimizations by bottleneck, we may create groups that more efficiently exploit parallelism, minimize memory traffic, maximize memory bandwidth, or maximize in-core performance. That being said, in this section, we describe the optimizations employed by our three auto-tuners grouped using the bottleneck-oriented taxonomy. Moreover, as we’re focused on memory-intensive kernels, we will prioritize the optimizations accordingly.

13.4.1 Parallelism

Broadly speaking parallelism encompasses approaches to synchronization, communication, use of threads or processes, and problem decomposition.

**Synchronization and Communication:** Although a number of alternate strategies are possible (including DAG-based schedulers [278]), we adopted a POSIX thread-based, SPMD, bulk-synchronous approach to exploit multicore parallelism. Unlike process-based, shared memory-optimized message passing approaches, we exploit the ever-present cache coherency mechanisms for both efficient communication as well as to eliminate system calls. We enforce bulk synchronous semantics via a shared memory spin barrier.

**Problem Decomposition:** We utilize two different approaches to problem decomposition. First, the structured grid codes spatially decompose the stencil sweep into subdomains by partitioning the problem in two dimensions (not the unit stride). We ensure there are at least as many subdomains as there are threads. Subdomains may then be assigned to threads in chunks in a round-robin ordering. For LBMHD, the subdomains are not perfect rectahedral volumes. Rather, within each plane the boundaries are aligned to cache lines. In effect this performs only loop parallelization through blocking. No part of the data structure is changed.

Conversely, we apply a very different technique when parallelizing sparse matrix-vector multiplication. To ensure there are no data dependencies, we only parallelize by rows, creating a number of submatrices that contain roughly
the same number of nonzeros, but may span wildly different numbers of rows. Each of these submatrices is as if it were its own matrix (hierarchical storage). We may now optimize each submatrix with a unique register blocking (see below). That is, some submatrices may be encoded using $1 \times 1$ COO while others are encoded with $8 \times 4$ CSR. Clearly, SpMV optimization went well beyond simple loop parallelization and subsumes data structure transformations as well.

### 13.4.2 Minimizing Memory Traffic

When a kernel is memory-bound, there are two principal optimizations: reduce the volume of memory traffic or increase the attained memory bandwidth. For simple memory access patterns, modern superscalar processors often achieve a high fraction of memory bandwidth. As such, our primary focus should be on techniques that minimize the volume of memory traffic. Broadly speaking, we may classify memory traffic using the Three C cache model’s compulsory, conflict, and capacity misses [165] augmented with speculative (prefetch) and write-allocate traffic. We implemented a set of optimizations that attempt to minimize each class of traffic. Not all optimizations are applicable to all kernels.

**Array Padding:** Caches have limited associativity. When too many memory references map to the same set in the cache, a conflict miss will occur and useful data will be evicted. These conflicts may arise from intra-thread conflicts or, when shared caches are in play, from inter-thread conflicts.

An example of this complex behavior may be illustrative. In physical memory, subsets of an array assigned to different threads (red, orange, green, blue)
are disjoint: Figure 13.5(1). Unfortunately, a given set in a cache may map many different addresses in physical memory (there is a 1 to many relationship). As such, in order to properly visualize caches, we must abandon the linear memory concept in favor of the periodic coordinate system shown in Figure 13.5(2). In this case, every 64th physical address maps to the same cache set. Figure 13.5(3) shows that when those disjoint physical addresses are mapped to the cache set address space, the segments overlap. This can put substantial pressure on cache associativity (number of elements mapped to the same set address). Execution on any cache less than 4-way associative will generate conflict misses and limit the working set size to 2 elements. Array padding is the simplest and most common remediation strategy. Simply put, dummy elements (placeholders) are inserted between each thread’s subset of the array (4). As a result, when mapped to the cache coordinate system, Figure 13.5(5), we see there is no longer any overlap of data at a given set address, and the demands on cache associativity have been reduced from 4-way to 1-way (direct mapped).

Due to the limited number of memory streams and reuse, inter-thread conflict misses predominate on SpMV and the Laplacian stencil. On LBMHD, where the collision() operator attempts to keep elements from 150 different arrays in the cache, eliminating intra-thread conflict misses is key. As such, we implemented two different array padding strategies to mitigate cache conflict misses. For SpMV and stencils, we pad each array so that the address of the first element maps to a unique set in the cache. Moreover, the padding is selected to ensure that the set addresses of the threads’ first elements are equally spaced (by set address) in the last level cache. The ideal padding may be either calculated arithmetically or obtained experimentally. For SpMV, we simply malloc each thread block independently with enough space to pad by the cache size. We then align to a 4 MB boundary and pad by the thread’s fraction of the cache. Array padding for LBMHD is somewhat more complex. We pad each velocity’s array so that when referenced with the corresponding stencil offset (and corresponding address offset) the resultant physical address maps to a unique, equally-spaced cache set. Although this sounds complicated in practice, its relatively easy to implement. For further details on how these kernels exploit array padding, we direct the reader to [108, 362–364].

**Cache Blocking:** The reference implementations of many kernels demand substantial cache working sets. In practice, as processor architects cannot implement caches that are large enough to avoid capacity misses. The volume of memory traffic is increased. LBMHD does not exhibit any inter-stencil reuse. That is, there is no two stencils reuse the same values. As such, cache capacity misses are nonexistent. However, the Laplacian stencil shows substantial reuse. Like dense matrix-vector multiplication, SpMV will also show reuse on vector accesses. In either case, we must restructure code, and possibly data, to eliminate capacity miss traffic. Like cache blocking in dense linear algebra, we may apply a simple loop blocking technique to the Laplacian stencil to ensure an implementation generates relatively few capacity misses. In practice, this is
implemented the same as problem decomposition for parallelization. However, defining dense blocks (of source vectors) for SpMV often yields a dramatically suboptimal solution. As such, we employ a novel sparse blocking technique that ensures that each cache block touches the same number of cache lines regardless of how many rows or columns the block spans. In practice, for a given thread’s block of the matrix, we cache block it by simply adding columns of the sparse matrix until the number of unique cache lines touched reaches a preset number. Clearly, this requires substantial data structure changes.

**Cache Bypass:** Based on consumer applications, most cache architectures implement a *write-allocate* protocol. That is, if a store (write) misses in the cache, an existing line will be selected for eviction, the target line will be loaded into the cache, and the target word will be written to the line in the cache. Such an approach is based on the implicit assumption that if data is written, it will be promptly read and modified many times. Note, usage of such a policy is orthogonal to the *write-back* or *write-through* choice. Unfortunately, many computational kernels found in HPC read and write to separate arrays or data structures. As such, most writes allocate a line in the cache, completely obliterate its previous contents, and eventually write it back to DRAM. This makes write-allocate not only superfluous, but expensive as it will generate twice the memory traffic as a read — an obvious target for optimization when memory-bound.

Modern write-allocate cache architectures provide a means of eliminating this superfluous memory traffic via a special store instruction that bypasses the cache hierarchy. In the x86 ISA, this is implemented with the `movntpd` instruction. Unfortunately, most compilers cannot resolve the complex decision as to when to use this instruction; improper usage can reduce performance by an order of magnitude, where correct usage can improve performance by 50%. As such, in practice, we may only exploit this functionality through the use of SIMD *intrinsics* — a language construct with the interface of a function that the compiler will map directly to one instruction.

Often, the vectors used in SpMV are small enough to fit in cache. As such, the totality of DRAM memory traffic is reads and there is no need to use cache bypass. However, Jacobi stencils and lattice methods read and write to separate arrays. For other finite-difference operators like gradient or divergence, cache bypass may only improve performance by 75% or 25% respectively. Given this variability in benefit and the human effort required to implement this optimization, one should analyze the code before proceeding with this optimization. Nevertheless, usage of cache bypass on the Laplacian stencil or LBMHD can reduce the total memory traffic by 33% and improve performance by 50%.

**Register blocking for SpMV:** For most matrices, SpMV is dominated by compulsory misses. As such, neither cache blocking nor cache bypass will provide substantial benefits. That is not to say nothing can be done. Rather, a radical solution has emerged that eliminates compulsory miss traffic. Broadly speaking, sparse matrices require substantial meta data per nonzero — per-
haps a 50% overhead. However, we observe that many nonzeros are clustered in relatively small regions. As such, the optimization known as \textit{register blocking} reorganizes the sparse matrix of nonzeros into a sparse matrix of small \(R \times C\) dense matrices. Meta data is now needed only for each register block rather than each nonzero. If the zero fill required to make those \(R \times C\) register blocks dense is less than the reduction in meta data, then the total memory traffic has been reduced — a clear win for a memory-bound kernel. Similarly, we may note that a range of column or row indices can be represented by a 16-bit integer instead of a 32-bit integer. This can save 2 bytes (or 17%) per nonzero. In this chapter we explore the product of 16 different register blockings, two matrix formats: compressed sparse row (CSR) and coordinate (COO), and the two index sizes. Register blocked CSR and COO are noted as BCSR and BCOO, respectively.

Please note, the term register blocking, when applied to sparse linear algebra refers to a hierarchical restructuring of the data, but when applied to dense linear algebra refers to an unroll and jam technique. In this chapter, our SpMV code heuristically explores these matrix compression techniques to find the combination that minimizes the matrix footprint.

### 13.4.3 Maximizing Memory Bandwidth

Now that we’ve discussed optimizations designed to minimize the volume of memory traffic, we may examine optimizations that maximize the rate at which said volume of data can be streamed into the processor. Basically, these optimizations aim to either avoiding memory latency or hide memory latency.

**Blocking for the Translation Lookaside Buffer:** All modern microprocessors use virtual memory. To translate the virtual address produced by the program’s execution into the physical address required to access the cache or DRAM, the processor must inspect the page table to determine the mapping. As this is a slow process and page table entries rarely change, page table entries may be placed in a very fast, specialized (page) cache on chip — the \textit{translation lookaside buffer} or TLB. Unfortunately, TLBs are small and thus may not be able to cache all the pages referenced by an application (regardless of page size). As such, it is possible to generate TLB capacity misses. These typically don’t generate superfluous DRAM traffic like normal cache capacity misses because evicted page table entries may land in the L2 or L3 cache. The performance difference (resulting from an increase in average memory latency) between translations that hit in the TLB and those that hit in the L3 is substantial. We may recast the cache blocking technique (which eliminated cache capacity misses) to eliminate TLB capacity misses and avoid memory latency. In LBMHDD, we used a loop interchange technique coupled with an auxiliary data structure. This allowed us to trade cache capacity for increased page locality (and reduced TLB capacity misses). This technique is detailed in [362–364].

**Prefetching:** Memory latency is high. To satisfy Little’s Law [41]
and maximize memory bandwidth, the processor must express substantial memory-level parallelism. Unfortunately, superscalar execution may be insufficient. As such, hardware designers have incorporated both hardware and software prefetching techniques into their processors. The goal for either is to hide memory latency.

A software prefetch is an instruction like a load without a target address. As such, the processor will not stall waiting for it to complete. The user simply prefetches one element from each cache line to initiate the entire line’s load. Unfortunately, such a practice requires the programmer to tune for the optimal “prefetch distance” — how far ahead prefetch addresses should be from load addresses. If he aims too low, latency will not be completely hidden. If he aims too high, cache capacity will be exhausted. More recently, a hardware prefetchers have begun to supplant software prefetching. Typically, they detect a series of cache misses, speculate as to future addresses, and prefetch them into the cache without requiring any user interaction.

In this chapter, we structure our auto-tuned codes to synergize with hardware prefetchers (long unit-stride accesses) but supplement this with software prefetching. This general approach provides performance portability as we make no assumptions as to whether a processor implements software prefetching, hardware prefetching, or both.

13.4.4 Maximizing In-Core Performance

For memory-intensive computations our primary focus should be on minimizing memory traffic and maximizing memory bandwidth. However, it is important not to overlook in-core(cache) performance. Code written without thought to the forms of parallelism required to attain good in-core performance may actually be compute-bound rather than memory-bound. The most common techniques are unroll and jam, permuting or reordering the computation given an unrolling, and SIMDization. We explored all of these via auto-tuning on all three kernels.

13.4.5 Interplay between Benefit and Implementation

The bottleneck that an optimization attempts to alleviate is orthogonal to the scope of the software implementation effort that is required to achieve it. For example, Table 13.2 lists the optimizations used when auto-tuning our three memory-intensive kernels. Loop or code structure transformations have perennially been the only changes allowed by an auto-tuner as they preserve the input and output semantics. Nevertheless, we see many optimizations require an abrogation of this convention as changes to data structures are required for ideal performance.
TABLE 13.2: Interplay between the bottleneck each optimization addresses (parallelism, memory traffic, memory bandwidth, in-core performance) and the primary impact on implementation (code-only, data structures, styles of parallelism). Obviously, changing data or parallelism structure will mandate some code changes. †Efficient SIMD requires data structures be aligned to 128-byte boundaries.

<table>
<thead>
<tr>
<th>Optimization</th>
<th>Loop/Code Structure</th>
<th>Data Structure</th>
<th>Style of Parallelism</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS SPMD</td>
<td>(pthreads)</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Decomposition</td>
<td>(loop-based)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(hierarchical)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Array Padding</td>
<td>(loop-based)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Cache Blocking</td>
<td>(sparse)</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Cache Bypass</td>
<td>(movntpd)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reg. Blocking</td>
<td>(sparse)</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>TLB Blocking</td>
<td>(loop-based)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(sparse)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prefetching</td>
<td>(software)</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

13.5 Automatic Performance Tuning

Given this diversity of computer architectures, performance optimization has become a challenge as optimizing an application for one microarchitecture may result in a substantial performance loss on another. When coupled with the demands to optimize performance in a shorter timeframe than architectural evolution (several new variants of the x86 processor lines appear every year), hand optimizing for each is not practical. To that end, automatic performance tuning, or auto-tuning has emerged as an productive approach to tune key computational kernels and even full applications in minutes instead of months [140, 314, 346, 361]. In essence, auto-tuning is built on the premise that if one can enumerate all possible implementations of a kernel, the performance of modern computers allows for the exploration of these variants in less time than a human would require to optimize for one. Moreover, once this auto-tuner has been constructed it can be reused on any evolution of these architectures. The best choice or parameterization for the optimizations in question may be either architecture-dependent, input-dependent, or both. If it is neither, simple optimization will suffice, and auto-tuning is not needed.

Typically, auto-tuning a kernel is divided into three phases: enumeration
of potentially valuable optimizations, implementation of a code generator to produce functionally equivalent implementations of said kernel using different combinations of the enumerated optimization space, and implementation of a search component that will benchmark these variants (perhaps using real problem data) in an attempt to find the fastest possible implementation. We may visualize the auto-tuning flow in Figure 13.6, and will discuss the principal components in the following sections.

13.5.1 Code Generation

For purposes of this chapter, we use a simple auto-tuning methodology in which we use a Perl script to generate a few hundred potentially viable parameterizable implementations of a particular kernel. An implementation is a unique code representation that may be parameterized with a run time configuration. For example, cache blocking transforms a naive three nested loop implementation of matrix-matrix multiplication into a six nested loop implementation that is parameterized at runtime with the sizes of the cache blocks (the range of the inner loops). This is still just one variant. However, when one register blocks matrix multiplication, the inner three nested loops are so small (less than 16) it is common to simply fully unroll all loops and create perhaps a few thousand different code variants. When combined with cache blocking, we may have hundreds of individually parameterizable code variants.

Code variants are also needed when dealing with different data structures (i.e., hierarchical instead of flat), styles of parallelism (dataflow instead of bulk synchronous), or even algorithms. Each of these may in turn be parameterized.

As the differences between clusters of code variants may easily be expressed algorithmically, the Perl scripting language provides a pragmatic and productive means of tackling the intellectually-uninspiring task of producing the tens of thousands of lines of code. In essence, the simplest Perl code generation techniques are nothing more than a for loop over a series of printf’s. Every line in the resultant C code (function declarations, variables, statements, etc.) maps to a corresponding printf in the Perl script.
FIGURE 13.7: Using a pointer-to-function table to accelerate auto-tuning search.

13.5.2 Auto-Tuning Benchmark

A Perl script may generate thousands of code variants. Rather than trying to compile an auto-tuning benchmark for each, we integrate and compile all of them into one auto-tuning benchmark. This creates the challenge of selecting the appropriate variant without substantial overhead. To that end, we create an N-dimensional pointer-to-function table indexed by the code variants and possible parameters.

For example, in SpMV we use a 3-dimensional table indexed by kernel type (BCSR, BCOO, etc.) and the register block sizes as measured in rows and columns. As shown in Figure 13.7, the Perl script first generates the code for each kernel variant. It then creates a pointer-to-function table that provides a very fast means of executing any kernel. During execution, one simply calls \texttt{kernel[BCSR][4-1][3-1]} (\ldots) to execute the $4 \times 3$ BCSR kernel. The auto-tuning benchmark can be constructed to sweep through all possible formats and register blockings (nested for loops). For each combination, the matrix is reformatted and blocked, and the SpMV is benchmarked through a simple function call via the table lookup. This provides a substantial tuning time advantage over the naïve approach of compiling and executing one benchmark for every possible combination. Moreover, it provides a fast runtime solution as well as easy library integration. We’ve demonstrated this technique when auto-tuning dense linear algebra, sparse linear algebra, stencils, and lattice methods.
13.5.3 Search Strategies

Given an auto-tuning benchmark, we must select a traversal of the optimization-parameter space that finds good performance quickly. Over the years, a number of strategies have emerged. In this chapter, we employ three different auto-tuning strategies: exhaustive, greedy, and heuristic. When the optimization-parameter space is small, an exhaustive search implemented as a series of nested loops is often acceptably fast. However, in recent years we’ve observed a combinatoric explosion in the size of the space. As a result, exhaustive search is no longer time- and resource-efficient. As a result, a number of new strategies have emerged designed to efficiently search the space. Greedy algorithms assume the locally optimal choice is also globally optimal. As such, it assumes the best parameterization for each optimizations may be explored independently. As such, they may transform a $N^D$ optimization-parameter space of $D$ optimizations each of $N$ possible parameters into a sequential search through $D$ optimizations each of $N$ parameters ($N \times D$ points). Often, with substantial architectural intuition, we may express the best (or very close to best) combination in $O(1)$ time through an arithmetic approach that combines machine parameters and kernel characteristics.

Due to the size of the search space for the Laplacian stencil, we were forced to perform a greedy search algorithm after ordering the optimizations with some architectural intuition. This reduced the predicted tuning time from three months to 10 minutes. Conversely, LBMHD almost essentially uses an exhaustive strategy across seven code variants, each of which could accept over one hundred different parameter combinations. Typical tuning time was less than 30 minutes. SpMV used a combination of heuristics and exhaustive search. The none/cache/TLB blocking variant space was search exhaustively. That is, we benchmarked performance not blocking for either the cache or TLB, blocking for just the cache, and blocking for both the cache and TLB. Unlike the typical dense approach, the parameterization for cache and TLB blocking was obtained heuristically. Similarly, unlike the approach used by Berkeley’s Optimized Sparse Kernel Interface (OSKI) [346], the register blocking was obtained heuristically by examining the resultant memory footprint size for each power-of-two register blocking. However, like LBMHD, the prefetch distance was obtained through an exhaustive search.

13.6 Results

In this section, we present and discuss the results from the application of three different custom auto-tuners to the three benchmarks used in this chapter. Previous papers have performed a detailed performance analysis for these three kernels [108,363–366].
13.6.1 Laplacian Stencil

Figure 13.8 shows the benefits of auto-tuning the 7-point Laplacian stencil on a $256^3$ grid on our three computers as a function of thread concurrency and increasing optimization. Threads are ordered to fully exploit all the cores within a socket before utilizing the second socket. We have condensed all optimizations into two categories: those that may be expressed in a portable C manner, and those that are ISA-specific. The former is a common code base that may be used on any cache-based architecture, not just these three. The latter includes optimizations like explicit SIMDization, and cache bypass. Thus Barcelona and Clovertown use the same x86 ISA-specific auto-tuner, and Blue Gene/P uses a different one. If an architecture with a third ISA were introduced (e.g., SPARC or Cell) it too would need its own ISA-specific auto-tuner. The auto-tuning search strategy uses a problem size-aware, greedy search algorithm in which the optimizations are searched one at a time for the best parameterizations.

Clearly, the reference implementation delivers substantially suboptimal performance. As expected on the bandwidth-starved x86 processors, we see the reference implementation shows no scalability as one core may come close to fully saturating the available memory bandwidth.

When the portable C auto-tuner is applied to this kernel, we see that optimizations like cache blocking dramatically reduce superfluous memory traffic allowing substantially better performance. In general, on the x86 processors, we see a saturation of performance at around four cores (one socket), but a jump in performance at eight cores as using the second socket doubles the usable memory bandwidth. However, on NUMA architectures, like Barcelona, this boost is only possible if data is allocated in a NUMA-aware manner.

Rather than hoping the compiler, the non-portable, ISA-specific auto-tuner explicitly SIMDizes the kernel via intrinsics. Unfortunately, this is only useful on compute-bound platforms like Blue Gene. Unfortunately, despite the simplicity of this kernel, the lack of unaligned SIMD loads in the ISA results in less than perfect (2×) benefit. Although explicit SIMDization was not beneficial on the x86 architectures, a different ISA-specific optimization, cache bypass, was useful as it reduces the memory-traffic on a memory-bound kernel. Doing so can substantially improve performance. Unfortunately, compilers will likely never be able to determine when this instruction is useful as it requires run-time knowledge.

In the end, auto-tuning improved the performance at full concurrency by $6.1\times$, $1.9\times$, and $4.5\times$, for Barcelona, Clovertown, and Blue Gene/P respectively. Moreover, thread-parallelizing and auto-tuning the 7-point stencil improved performance by $6.8\times$, $2.3\times$, and $17.8\times$, for Barcelona, Clovertown, and Blue Gene/P respectively. Although substantial effort was required in implementing a x86-specific auto-tuner, it may be reused on all subsequent x86 architectures like Nehalem or Magny-Cours thus amortizing the up front productivity cost.
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FIGURE 13.8: Benefits of auto-tuning the 7-point Laplacian stencil. Note: this Clovertown is actually the 2.66 GHz E5355 incarnation. As it has the same memory subsystem as the E5345, we expect nearly identical performance on this memory-bound kernel.

13.6.2 Lattice Boltzmann Magnetohydrodynamics (LBMHD)

Figure 13.9 shows the benefits of auto-tuning LBMHD on our three computers as a function of thread concurrency and increasing optimization. Unfortunately, Blue Gene/P does not have enough DRAM to simulate the desired $128^3$ problem. As such, it only simulates a $64^3$ problem. Once again, we have condensed all optimizations into two categories: those that may be expressed in a portable C manner, and those that are ISA-specific. The auto-tuning search strategy is exhaustive although vectorization is quantized into cache lines.

Although the reference implementation delivers good scalability, simple performance modeling using the Roofline Model (see Chapter 9) suggests it was delivering substantially suboptimal performance. Such a model also explains why even after auto-tuning the bandwidth-starved Clovertown shows poor scalability despite the performance boosts.

The biggest boosts derived from the portable C auto-tuner are NUMA-aware allocation, lattice-aware array padding, and vectorization (to eliminate TLB capacity misses). The Opteron and Blue Gene/P, with moderate machine balance (Flops:bandwidth), see good scaling on this kernel. Conversely, Clovertown, with a high machine balance, sees poor multicore scalability. Whether compute-bound or memory-bound, the non-portable, ISA-specific auto-tuner provided tremendous performance boosts either through explicit SIMDization or cache bypass.

In the end, auto-tuning improved the full concurrency performance by $3.9 \times$, $1.6 \times$, and $2.4 \times$, for Barcelona, Clovertown, and Blue Gene/P respectively. Moreover, the coupling of thread-parallelization and auto-tuning improved LBMHD performance by an impressive $28.3 \times$, $8.9 \times$, and $9.2 \times$, respectively.
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for Barcelona, Clovertown, and Blue Gene/P respectively. Clearly, the ISA-specific auto-tuners were critical in achieving these speedups.

13.6.3 Sparse Matrix-Vector Multiplication (SpMV)

Figure 13.10 shows the benefits of auto-tuning SpMV on our three computers. Unlike the previous two figures, where optimization and benefit is basically independent of problem size, the horizontal axis in Figure 13.10 represents different problems (matrices). The ordering preserves that in Figure 13.4. The lowest bar is the untuned serial performance, while the middle bar represents untuned performance using the maximum number of cores. The top bar is the tuned (portable C) performance using the maximum number of cores. Unlike the other kernels, a non-portable ISA-specific auto-tuner was not implemented for SpMV.

The auto-tuning search strategy is somewhat more complex. Register, cache and TLB blocking use a footprint minimization heuristic based on cache and TLB topology, where prefetching is based on an exhaustive search quantized into cache lines.

We observe a trimodal performance classification: problems where both the vectors and matrix fit in cache, problems where only the vectors can be kept in cache, and problems where neither the matrix nor the vectors can be kept in cache. Clearly, on Barcelona, no matrix ever fits in the relatively small cache, but the performance differences between the problems where the vectors fit can be clearly seen. On Clovertown, where the cache grows from 4 Mbyte to 16 Mbyte using all eight cores, we can see the three matrices that get a substantial performance boost through utilization of all the cache and compression of the matrices. Blue Gene/P, like Barcelona can never fit any matrix in cache, but we can see the matrices (Economics through Linear Programming) where the vectors don’t fit.
As it turns out, on Barcelona, NUMA-aware allocation was an essential optimization across all matrices. Across all architectures, matrix compression delivered substantial performance boosts on certain matrices. Interestingly, on Blue Gene/P, matrix compression improved performance by a degree greater than the reduction in memory traffic — an effect attributable to an initially compute-bound reference implementation. Interestingly, TLB blocking delivered substantial performance boosts on only one matrix, the extreme aspect ratio linear programming problem.

We observe that threading alone provided median speedups of 1.9×, 2.5×, and 4.2× on Barcelona, Clovertown, and Blue Gene/P. Clearly, only Blue Gene/P showed reasonable scalability. However, when coupled with auto-tuning, we observe median speedups of 3.1×, 6.3×, and 5.1× and maximum speedups of 9.5×, 11.9×, and 14.6×. Ultimately, performance is hampered by memory bandwidth on both Barcelona and Clovertown, leading to sublinear scaling. As a result, auto-tuning strategies targeted at reducing memory traffic are critical.

13.7 Summary

Naively, one might expect that nothing can be done to improve the performance of memory-intensive or memory-bound kernels like stencils, LBMHD, or SpMV. However, in this chapter, we discussed a breadth of useful optimizations applicable not only to our three example kernels but to many others domains. Unfortunately, no human could explore all the parameterizations of these optimizations by hand. To that end, we showed how automatic performance tuning, or auto-tuning, can productively tune code and thereby dramat-
ically improve performance across the breadth of architectures that currently dominate the top500 list. Unfortunately, to achieve the best performance, non-portable ISA-specific auto-tuners that generate explicitly SIMDized code are required.
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14.1 Introduction

As discussed in previous chapters, performance analysts have many tools at their disposal. The performance issues presented by any particular application determine the specific utility of each of these tools, including which we should even use. However, experience frequently shows that issues arise that require features not available in any existing tool.

The optimization process undertaken for Qbox, a first principle molecular dynamics (FPMD) code developed at Lawrence Livermore National Laboratory (LLNL) in collaboration with the University of California at Davis, clearly illustrates this point. Qbox won the ACM Gordon Bell Prize for peak performance in 2006 [157] with a sustained performance of 207 Tflop/s running on 65,536 nodes/131,072 cores of LLNL’s Blue Gene/L (BG/L) system, which equals a peak performance rate of 56.4%. Even though Qbox was designed for scalability and had already exhibited good parallel efficiency on large runs using conventional cluster architectures, it only achieved this record breaking performance at such an unprecedented scale after a series of performance optimization steps.

The major changes during this process included carefully optimizing base operations like fast Fourier transforms (FFTs) and dense matrix multiplications to fully exploit the underlying hardware, tuning node placements to achieve a good embedding of the application’s communication into the machine’s network topology, and integrating an adaptive type scheme into low-level communication to reduce overhead. Each of these steps required a set of sophisticated performance analysis tools to identify the problem and to devise the matching optimization strategy. However, existing tools did not always support the required analysis so we modified them to suit our requirements.

This custom modification of tools proved cumbersome. As our experience demonstrated a general need for a flexible tool infrastructure, we developed P^N MPI [293,294]. This tool infrastructure directly supports the analyses that we required to optimize Qbox by allowing selective application of existing tools. It employs a stack-based extension of the MPI profiling interface that supports multiple instantiations of the same tool built on that interface. It also provides modular tool components that support rapid development of tools targeting the analysis requirements that arise during the optimization of any MPI application. Current efforts are extending P^N MPI to provide a general interposition mechanism that will support an even wider range of analyses.

In this chapter, we first provide a general description of Qbox. We then discuss the system and experiments that led to its 2006 ACM Gordon Bell Prize. Next, we detail the optimizations that we employed to achieve its record setting performance and the tools that we required to identify them. Finally, we detail the customization of existing tools using P^N MPI in the context of the analyses that led to Qbox’s outstanding peak performance efficiency.
14.2 Qbox: A Scalable Approach to First Principles Molecular Dynamics

Qbox is an implementation of FPMD, an accurate atomistic simulation approach used to predict the properties of materials without the need for experimental data or variational parameters. It is a widely used simulation tool in a variety of areas, including solid-state physics, chemistry, biochemistry, and nanotechnology. The FPMD approach combines a quantum mechanical description of electrons with a classical description of atomic nuclei. To reduce the exponential complexity of the many-body Schrodinger equation to a more tractable $O(N^3)$ scaling, a plane wave, pseudopotential density functional theory (DFT) formalism is used [155], where $N$ is the number of chemically-active valence electrons. To simulate the dynamic properties of physical systems at finite temperature, the forces acting on the nuclei are computed from derivatives of the Kohn-Sham (KS) equations at each discrete time step of the trajectory. These forces are then used to move the atoms according to Newton’s equations of motion, using a standard velocity Verlet molecular dynamics algorithm. Various authors have extensively discussed the solution of the KS equations within FPMD [75, 267].

14.2.1 Code Structure

Qbox, written entirely in C++, uses the highly optimized FFTW library [141] and the widely known ScaLAPACK and BLACS libraries [58] for the bulk of its computation and communication [156]. It also relies on hand optimized double precision general matrix multiplication (DGEMM) routines, which we will discuss in more detail in Section 14.4. The design of Qbox yields good load balance through an efficient data layout and a careful management of the data flow during time consuming operations.

Figure 14.1 gives an overview of the central software structure of Qbox and
the dependencies between the software modules. The main application uses high-level libraries like ScaLAPACK, but also directly accesses underlying libraries such as BLACS and MPI. This structure provides additional execution efficiency and implementation flexibility. However, it complicates the software optimization process since the access patterns for the underlying libraries are interleaved from multiple sources, which reduces the ability to specialize or to fine-tune individual routines.

Qbox performs many three dimensional (3D) FFTs simultaneously (one for each electronic state). The 3D FFT is notoriously difficult to scale to large task counts, as multiple data transposes require MPI_Alltoallv calls. However, because Qbox distributes electronic states across subpartitions of the machine, only moderate scalability of the 3D FT kernel is required. Qbox uses a custom parallel implementation of 3D FFT that shows excellent scaling properties on up to 512 tasks. Scaling beyond this size is not necessary since a sufficient number of transforms can occur simultaneously to use the entire machine. The 3D FFT kernel requires an efficient implementation of single-node, one-dimensional complex FFTs. We used the FFTW-GEL library that was optimized for BG/L.

14.2.2 Communication Structure

Qbox distributes its central data structure, a dense matrix, across the available nodes in both dimensions. In addition to several global data exchanges, Qbox performs most of its communication along rows or columns of this matrix using both point-to-point and collective operations. The latter mostly consist of broadcasts, which tend to dominate the application’s execution time, particularly at large scale. To enable and to simplify this communication structure, Qbox creates separate row and column communicators along the two dimensional (2D) matrix, such that each node shares a communicator with all nodes that share data in the same matrix column or row.

The 2D matrix in Qbox does not represent a traditional homogeneous 2D grid. Instead it stores the coefficients of a Fourier series expansion of the electronic wave functions for all atoms. Hence, access patterns for rows and columns are radically different, which our optimizations must reflect.

14.3 Experimental Setup and Baselines

In this section, we detail the architecture of BG/L. Next, we discuss how we used its hardware performance counters to calculate floating point operation rates. We then describe the test problems used in our experiments. Finally, we present the initial performance of Qbox on BG/L in order to establish a baseline for our optimization efforts.
FIGURE 14.2: BG/L’s scalable system architecture.

14.3.1 The Blue Gene/L Architecture

BG/L is a tightly-integrated large-scale computing platform jointly developed by IBM and LLNL. The original system installed at LLNL consisted of 65,536 compute nodes, each with a dual-core (PowerPC 440) application-specific integrated circuit (ASIC), resulting in an overall peak performance of 367 Tflop/s. At the time of the experiments described here, it headed the Top500 [13] list with a Linpack performance of 280.6 Tflop/s.

BG/L has a modular and hierarchical design, as Figure 14.2 illustrates and an SC2002 paper describes [24]. The base element of the hierarchy is the compute node ASIC. It includes all networking and processor functionality; in fact, a compute node uses only that ASIC and nine dynamic random access memory (DRAM) chips. This system-on-a-chip design results in extremely high power and space efficiency.

Each compute card houses two compute ASICs and their associated DRAM; 16 compute cards (32 nodes or 64 processors) form a node card. 16 node cards form a midplane and two midplanes make up one cabinet with 1024 nodes or 2048 CPUs. The BG/L installation at LLNL at the time of our experiments had 64 cabinets, totaling 65,536 (64 K) nodes or 131,072 (128 K) processors. The system has since then been expanded to 104 racks with 106,496 nodes (212,992 processors).

Each compute ASIC has two 32 bit embedded PowerPC 440 processor cores that run at only 700 MHz. Each core is enhanced with a single instruction, multiple data (SIMD)-like extension of the PowerPC floating-point unit [36], and integrated L1 data and instruction caches (32 KB each) for which no hard-
ware coherence support is provided. The compute ASIC includes hardware prefetching based on the detection of sequential data accesses. The prefetch buffer for each core (its L2 cache) holds 64 L1 cache lines (16 128 byte L2/L3 cache lines). Each compute ASIC also has a four MB embedded DRAM L3 cache that the cores share and an integrated double data rate (DDR) memory controller. The BG/L nodes used in our experiments had 512 MB memory.

BG/L has five different networks, with support for each integrated into the compute ASIC. A 3D torus supports all point-to-point communication as well as collective operations involving subpartitions. These collective operations can exploit torus functionality that deposits packets at each node along a particular direction that it traverses to its overall destination. A tree-based collective network and a fast barrier network provide fast partition-wide MPI collectives. I/O nodes use an Ethernet connection for external communication. Finally, a JTAG\textsuperscript{1} network is used for maintenance and bootstrapping.

BG/L supports two node-operation modes. \textit{Co-processor mode} uses one core for computation and typically dedicates the second to communication. \textit{Virtual node mode} uses both cores for computation and communication. The mode that an application employs depends on its computation and communication characteristics as well as memory requirements. Due to the large problem sizes per node of most of our experiments, we ran \texttt{Qbox} in co-processor mode although some optimizations (for DGEMM and ZGEMM in particular) employed a special mechanism that allows threaded computation to run on the second core despite the lack of cache coherence.

Each compute node runs a custom light weight kernel (CNK or Compute Node Kernel). This kernel does not include any support for scheduling or multi-tasking and directly implements only lightweight system calls. A larger subset of standard Unix system calls is \textit{function shipped} to external I/O nodes, which execute them as a proxy for the compute nodes and return the results. As a consequence of this operating system (OS) design, the machine is virtually noise free \cite{109}, which leads to low overheads and high reproducibility of individual experiment run timings.

### 14.3.2 Floating Point Operation Counts

We counted floating point operations using the APC\textsuperscript{2} performance counter library. This library provides access to the hardware performance counters on the compute ASIC. APC tracks several floating point events including single floating point pipe operations, some SIMD operations, and load and store operations. APC limits counting to selected code regions when calls to the \texttt{ApcStart} and \texttt{ApcStop} functions delimit them. It saves operation counts in binary format in separate files for each task at the end of the run. The post-processing program \texttt{apc\_scan} then produces a cumulative report of operation

\textsuperscript{1}JTAG originally stands for joint test action group and the protocol it defined, but is now more commonly used to describe debug ports for embedded devices in general.

\textsuperscript{2}An IBM library to access hardware performance.
counts and total cycles. By default, the APC library limits the number of data files. We used the APC\_SIZE environment variable to obtain one file per task, since the operation counts of different nodes can vary, especially during ScaLAPACK calls.

We instrumented Qbox with APC calls that delimited its main iteration loop. We did not include the initialization phase that involves opening and reading input files and allocating large objects. Since FPMD simulations are typically run for thousands of iterations, our performance measurements are representative of the use of Qbox in actual simulations. BG/L’s hardware counters do not include events for SIMD addition, subtraction or multiplication, although the fused multiply-add operations can be counted. Thus, our counts can omit some SIMD operations. For this reason, we cannot measure floating point performance from a single run. Instead, we obtain the cycle and operations counts through the following procedure:

1. Compile the code without SIMD instructions (i.e., use qarch = 440 with the xLC compiler and non-SIMD versions of the FFTW, DGEMM and ZGEMM libraries);
2. Measure the total floating point operation count with this executable;
3. Recompile the code, enabling the SIMD instructions (i.e., using qarch = 440d and the SIMD libraries);
4. Measure the total cycle count and, thus, the total time with this executable; do not use its floating point operation count since it likely omits SIMD operations;
5. Divide the total floating point operation count from the first run by the total time from the second.

Although this procedure requires two simulation runs to get a single measurement, it rigorously measures floating point performance through BG/L’s hardware counters.

14.3.3 Test Problem

The relative cost of each term in the Kohn-Sham equation can vary significantly for different materials. Heavy transition metals are among the most challenging, as not only are more valence electrons needed per atom, but their complex electronic structure requires larger basis sets and more pseudopotential projectors to achieve numerical convergence. We chose a benchmark system of 1000 molybdenum atoms with 12 electrons/atom (12,000 electrons total) in a rectangular simulation cell with a large plane wave basis (corresponding to a 112 Ry cutoff energy) and semi-local pseudopotential integration scheme (64 projectors/atom). This system is computationally representative of a typical high accuracy heavy transition metal simulation.
Metallic systems add an additional level of complexity due to the need to explicitly sample different points in the Brillouin zone (“k-points”) to compensate for finite-size effects. The Kohn-Sham equation must be solved for all k-points simultaneously, but for the self-consistent iterative approach used by \textit{Qbox}, communication between k-points needs to happen only once each iteration. This allows for straightforward parallelization over k-points. The need for multiple k-points also precludes the use of symmetry to cancel out all imaginary components in the Fourier expansion of the electronic wavefunction, and thus requires the use of complex linear algebra throughout. For our benchmark molybdenum calculation, two k-point grids were used: four k-points (2 $\times$ 2 $\times$ 1 grid) and eight k-points (2 $\times$ 2 $\times$ 2 grid).

### 14.3.4 Baseline Performance

Figure 14.3 shows the results for strong scaling runs (i.e., constant total problem size) using Co-Processor mode on our test problem. We report the aggregate floating point rate for each partition size measured by hardware performance counters as described in Section 14.3.2. The black (lowest) line captures the baseline performance of porting \textit{Qbox} to BG/L. We observe superlinear scaling from 2048 to 4096 nodes due to communication benefits from
changes in the MPI rank to node mapping and to the reduced problem size per node, which led to better cache efficiency. For the largest partition (65,536 nodes), we achieve approximately 32 Tflop/s.

14.4 Optimizing QBox: Step by Step

We describe the series of optimizations that led to Qbox’s record setting performance in this section. In particular, we discuss four key optimizations: using a dual core DGEMM implementation; empirical optimization of the MPI rank to node mapping; the use of complex double precision general matrix multiplication (ZGEMM) to support multiple k-points; and fully optimized communication, including further refinements of the node mapping as supported through a custom tool set. We highlight the tools that we used, as well as their deficiencies throughout. Figure 14.3 shows the progressive impact of these optimizations, which led to an overall performance of 207.3 Tflop/s with eight k-points for our test problem, an improvement of a factor of 6.46.

14.4.1 Dual Core Matrix Multiply

Qbox makes extensive use of dense matrix multiplication. Thus, a highly optimized version of this routine is essential for the code’s overall performance. In particular, the implementation must use both cores on BG/L despite that we run Qbox in Co-processor mode. We employed a special co-routine mode that allows threaded computation to run on the second core when it is not engaged in communication. BG/L’s architecture allows this co-routine execution but provides minimal support since it does not include hardware support for coherence of the L1 caches. Thus, we had to carefully design the matrix multiplication routine to avoid stale cache contents and to ensure proper synchronization. This aspect is in addition to the usual need to limit pipeline stalls by properly blocking the routine so that the working set fits into the local cache resources.

Design and implementation of these routines was a manual process based on detailed knowledge of the underlying architecture. We worked closely with hardware and software engineers at IBM, who provided the specialized co-routine library, as well as the basic DGEMM implementation. For greatest possible efficiency, the implementation blocks and tiles the matrix at multiple levels. The smallest level is a 5x5 matrix multiplication, which can be handled entirely in registers, avoiding additional memory transactions. Overall, this specialized matrix multiplication boosted Qbox’s performance for the computation of a single k-point from approximately 32 Tflop/s to about 39.5 Tflops, which is roughly a 25% performance increase.

While the hand-coded matrix multiplication routine significantly improved
TABLE 14.1: Five most time consuming communication routines

<table>
<thead>
<tr>
<th></th>
<th>number of calls</th>
<th>avg. message size (bytes)</th>
<th>time (s)</th>
<th>% MPI</th>
<th>% total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPI_Bcast</td>
<td>3250</td>
<td>710503.9</td>
<td>263.7</td>
<td>67.7%</td>
<td>14.1%</td>
</tr>
<tr>
<td>MPI_Allreduce</td>
<td>54168</td>
<td>21306.2</td>
<td>71.4</td>
<td>18.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>MPI_Alltoallv</td>
<td>3381</td>
<td>399.1</td>
<td>27.0</td>
<td>6.9%</td>
<td>1.4%</td>
</tr>
<tr>
<td>MPI_Barrier</td>
<td>2355</td>
<td>0.0</td>
<td>15.3</td>
<td>3.9%</td>
<td>0.8%</td>
</tr>
<tr>
<td>MPI_Reduce</td>
<td>564</td>
<td>186007.1</td>
<td>11.4</td>
<td>2.9%</td>
<td>0.6%</td>
</tr>
</tbody>
</table>

Qbox’s performance, this strategy is not easily extended to large regions of loop-based application code. However, it demonstrates the need to encapsulate fundamental kernels that many applications can reuse, such as dense matrix multiplication, into standard libraries for which complex optimizations are worthwhile. Thus, the highly optimized code specific to low-level architecture details can provide wider benefits and we can reduce the need for general application programmers to consider those details.

14.4.2 Empirical Node Mapping Optimizations

Overall optimization of large scale applications must consider communication as well as computation. Most communication in Qbox occurs in existing, optimized libraries and, thus, was already fairly efficient. However, opportunities exist to optimize the mapping of the communication to the target system. In particular, this mapping requires special attention for BG/L, with its multiple networks and its three dimensional torus.

BG/L includes a simple mechanism to specify the node mapping at application load time, which facilitates its optimization. Users can choose from three default mappings (XYZ, YZX, or ZXY) that specify which directions to vary fastest in assigning MPI processes to torus nodes. Alternatively, they can provide a mapping file that specifies the exact torus coordinates of each process.

Unlike stencil-based applications, for which mapping their nearest neighbor communication along a 3D domain decomposition to a 3D torus is relatively straightforward, Qbox has a complex communication structure spread throughout several software levels. Since the interactions of the different communications required to solve the KS equations is unclear, we first explored various node mappings that intuitively should perform well. We repeated this process for each partition size, since the shape of a BG/L partition depends on its size. For example, a 4096-node partition consists of an $8 \times 16 \times 32$ block of nodes, whereas a 16,384 partition is a $16 \times 32 \times 32$ block. Thus, an efficient mapping for one partition size may perform relatively poorly at another.

We first measured the communication times in Qbox with mpiP, a low-
Flexible Tools Supporting a Scalable First-Principles MD Code

overhead profiler [343]. Table 14.1 shows the five largest contributors to Qbox communication on an 8192 node partition. **MPI_Bcast** and **MPI_Allreduce** dominate (by total time) the communication cost of the code. However, mpiP provides limited information in terms of which communicators are involved in these operations. Thus, we examined the source more closely in order to discern key issues for optimizing this communication.

The Qbox data layout distributes the degrees of freedom that describe electronic wave functions on a two dimensional process grid similar to the BLACS process grids [58]. Most Qbox communication occurs as collective operations on MPI communicators that correspond to rows and columns of that process grid. While consistent with the mpiP data, this source code analysis indicates that these collectives involve only a fraction of the total nodes. Thus, these operations do not use BG/L’s collective network since it can only support collectives over the entire job, i.e., the **MPI_COMM_WORLD** communicator. Therefore, these collectives use the torus network and the node mapping can substantially impact their performance.

As the ideal mapping is not obvious, we empirically tested a range of node mappings that we expected to provide a balance between the row and column communication. For a 65,536-node calculation of 1000 molybdenum atoms with a single k-point, i.e., a single set of KS equations, we found that the mapping dramatically impacted performance, as Figure 14.4 illustrates. The colors in each configuration represent the nodes belonging to one 512-node column of the process grid. Our empirical node mapping experiments found that the default XYZ, YZX, or ZXY node orderings poorly interleaved the nodes for row or column communication (or both). For example, the default XYZ mapping

**FIGURE 14.4:** Performance on different node mappings. (See color insert.)
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(left-most configuration in Figure 14.4) resulted in a sustained floating-point performance of 39.5 Tflop/s. Intuitively, compactly packing the columns (lower right configuration in Figure 14.4) should minimize intra-column communication. However, this choice actually reduced performance to 38.2 Tflop/s. Overall, we found that distributing each process column over a torus slice in a bipartite (upper middle configuration in Figure 14.4) or quadpartite (lower middle configuration in Figure 14.4) arrangement provided the highest performance for the 65,536-node partition: 64.0 Tflop/s and 64.7 Tflop/s. We found that the bipartite mapping resulted in the highest performance for partition sizes of 8192, 16,384, and 32,768 nodes. These mappings provide a balance between efficient communication on the rows and the columns of the Qbox process grid. Overall, we derived an improvement of 1.64X through empirical optimization of the node mapping, which illustrates the critical importance of the task layout on a machine like BG/L.

14.4.3 Use of Complex Arithmetic

We gained the next large jump in performance when we extended Qbox to simultaneously solve multiple k-points. This change requires the use of complex arithmetic in order to handle the phase differences between the k-points. Thus, handling multiple k-points not only increased Qbox’s capabilities but also increased the computational density of its core routines, thus increasing the computation to communication ratio and decreasing relative parallel overhead.

Complex arithmetic increased the workload in the matrix multiplications at the heart of Qbox, thus making it more profitable to execute them as a co-routine on the second core. However, this change in arithmetic changed the computation algorithm significantly and doubled the working set. Thus, we had to develop a new optimized implementation that specifically targeted complex matrix multiplication. Similarly, other libraries, like the FFT computation, also required new implementations. Overall, direct support for complex arithmetic that multiple k-points required increased performance by 31% from under 65 Tflop/s to around 85 Tflop/s for the computation of one k-point.

14.4.4 Systematic Communication Optimization

After optimizing the use of complex arithmetic, we revisited Qbox’s communication. We facilitated a more detailed investigation by modifying mpiP [343] to provide a detailed breakdown between row, column and global collective operations. Further, we developed simple benchmarks that we combined with BG/L hardware performance counters related to its integrated network queues to understand the link-level optimization of the torus of different mapping strategies. Finally, we designed a task mapping that reflected this detailed knowledge, in addition to implementing other communication optimizations suggested by the mpiP data.
Our empirical task mapping optimizations significantly decreased the overall execution time. However, the best mappings were unintuitive, since they did not pack either rows or columns of the processor grid compactly. Thus, we observed hardware performance counters of network queue usage in order to understand how BG/L’s MPI implementation maps collective operations to the torus network. We focus on the performance of MPI_Bcast, since our performance profile, taken with our hand-modified version of mpiP, showed that this call dominates Qbox communication costs under the empirically best quadpartite mapping. Figure 14.5 shows the torus packet counts of a program that issues one 4000 byte MPI_Bcast using an eight node communicator with three different task mappings. In these graphs, node labels indicate the coordinates of the node within the grid. Gray nodes are part of the communicator, with the rank indicated in parenthesis, while the black node is the root of the broadcast. White nodes are not part of the communicator on which the broadcast is performed, although they may forward packets of the operation. Edge labels indicate the number of packets transmitted on the associated torus link as measured using BG/L’s hardware counters. Edge colors indicate the direction of the torus traffic.

When using a compact rectangle of nodes (Figure 14.5, left), the broadcast exploits the ability to deposit torus packets at each node traversed to the final destination. Thus, we observe similar packet counts at each node. While compact mappings provide the optimal packet count for torus broadcasts, Qbox communicates along both rows and columns, which implies we cannot use a compact mapping along at least one direction. Further, the resulting mapping for the other direction, when one is placed compactly, requires many more packets. The middle of Figure 14.5 shows that broadcasts for the resulting mapping for the second direction when the other uses compact rectangles not only cannot use the deposit functionality but also poorly utilize the torus links, leading to overall lower performance.

Figure 14.5 (right) shows that a checkerboard mapping highly utilizes the torus links. Thus, task mappings that use this type of layout for both rows and columns provide high overall efficiency. In particular, the quadpartite mapping that Figure 14.4 shows, should provide good performance based on
this analysis. More importantly, this analysis suggests that we can further improve its performance by careful placement of the tasks within that mapping to reflect the expected binomial tree communication pattern of the MPI_Bcast implementation. Thus, we designed a new layout that is based on a space filling curve. This new mapping significantly improved performance when combined with other optimizations that our closer examination of the mpiP data suggested.

The mpiP data revealed other optimization opportunities related to Qbox’s layered design. Besides directly calling MPI functions, it also directly calls BLACS routines, which are implemented by MPI functions, and ScALAPACK routines, which use BLACS routines. We found that this layered implementation led to many datatype creation operations within the BLACS library. The generic version of BLACS creates new datatypes for each message transfer that might access strided data. However, all such calls within Qbox send data regions that were contiguous, which can simply use the message count, thus avoiding the type creation (and destruction) costs. We modified the BLACS library to detect possible strided accesses that result in contiguous memory regions, in which case we used the message count parameter to save the datatype costs without changing the interface between Qbox and ScALAPACK or BLACS.

Our more systematic optimization of Qbox’s communication further improved performance for one k-point from 85 Tflop/s to 110 Tflop/s, an additional improvement of 29.4%. Our analysis indicated that the final task mapping provided most of this benefit although the BLACS optimization and other minor communication improvements accounted for a few percent of it. When we apply this version of the code to the full eight k-point configuration, we obtained the overall sustained performance of 207.3 Tflop/s.

### 14.5 Customizing Tool Chains with P^N_MPI

Our experiences optimizing Qbox demonstrated the need for a flexible tool infrastructure. In particular, we created a custom version of mpiP to guide our communication optimizations since no existing tool provides the information that we needed. Tools built using the PMPI interface are invoked on every instance of any MPI call that they intercept. It is difficult to restrict them to calls with specific properties, such as the use of a particular communicator, without explicitly adding this capability.

The limitations of the PMPI interface led us to develop P^N_MPI, a flexible infrastructure for MPI tools [293, 294]. P^N_MPI provides a variety of capabilities based on a simple abstraction of stacking the wrapper functions that PMPI tools use. For example, it supports generic MPI tool functionality, such as request tracking. Relative to our experiences optimizing Qbox,
#define default stack
module commsize-switch
argument sizes 8 4
argument stacks row column
module mpiP

#define tool stack for rows
stack row
module mpiP1

#define tool stack for columns
stack column
module mpiP2

**FIGURE 14.6:** Example P^N^MPI configuration file.

P^N^MPI includes *switch modules*, which directly support selective application of PMPI-based tools. A switch module examines the relevant state, such as values of parameters to the MPI call, and then invokes a separate stack with an independent copy of the tool for calls that share that state.

### 14.5.1 Applying Switch Modules to Qbox

We use P^N^MPI to target independent copies of mpiP [343] to Qbox communication. Specifically, we separate the use of row and column communicators and `MPI_COMM_WORLD`, instead of aggregating the communication behavior across all communicators, as mpiP does by default. Thus, we can distinguish the distinct communication patterns and target optimizations to the semantic breakdown.

We use a P^N^MPI switch module in order to obtain the separated measurements without having to hardcode it into a profiling tool. This module intercepts each communication call and then forwards the call into separate tool stacks depending on the size of the communicator used for that particular MPI call. We use the communicator size instead of its handle since our Qbox simulations had distinct sizes for row and column communicators and some of its underlying libraries, like BLACS, create the associated communicators multiple times, which results in different handles for the same row or column in a single execution while the size remains constant. Alternatively, a more complicated switch module could perform calculations when communicators are created in order to partition them appropriately. We then run an unmodified, separate copy of mpiP in each tool stack, which collects a profile only for MPI calls forwarded to that particular stack. This strategy results in separate mpiP data for the row, column and job-wide classes of communicators.
TABLE 14.2: Global and communicator-specific mpiP results

<table>
<thead>
<tr>
<th>Count</th>
<th>Global</th>
<th>Sum</th>
<th>COMM_WORLD</th>
<th>Row</th>
<th>Column</th>
</tr>
</thead>
<tbody>
<tr>
<td>Send</td>
<td>317365</td>
<td>317245</td>
<td>31014</td>
<td>202972</td>
<td>83259</td>
</tr>
<tr>
<td>Allreduce</td>
<td>319028</td>
<td>319028</td>
<td>269876</td>
<td>49152</td>
<td>0</td>
</tr>
<tr>
<td>All2allv</td>
<td>471488</td>
<td>471488</td>
<td>471488</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Recv</td>
<td>379355</td>
<td>379265</td>
<td>93034</td>
<td>202972</td>
<td>83259</td>
</tr>
<tr>
<td>Bcast</td>
<td>401312</td>
<td>401042</td>
<td>11168</td>
<td>331698</td>
<td>58176</td>
</tr>
</tbody>
</table>

Figure 14.6 shows the P^N_MPI configuration file that targets these communicator classes. We load the switch module with a sizes argument that applies different stacks to communicators of sizes eight and four (assuming a 32 task job mapped to a 8x4 processor grid). The former size is associated with the row stack, while the latter is associated with the column stack.

The rest of the configuration file then loads mpiP on the default stack as well as the row and column stacks. The different names of the mpiP instantiations represent copies of the mpiP library. These copies guarantee that the dynamic linker treats them as distinct libraries and allocates a separate global state for each. Thus, we obtain a separate mpiP report for each communicator type.

14.5.2 Experiments and Results

In this section, we demonstrate that the flexible tool support provided by P^N_MPI significantly simplifies gathering of the information that we needed to optimize Qbox’s communication. While our actual optimization efforts had to distinguish row and column communicators manually, we recreated the measurements simply using the approach described in Section 14.5.1.

Table 14.2 shows the profiling results for the top five MPI routine counts observed during an execution of Qbox (using a working set size of 54 molecules on 32 tasks). The second column shows the results of a global profiling run, while the last three columns represent the results from our multiplexed tool stack. The third column shows the sum of the last three, which we provide for comparison purposes and is not gathered by the tool stack. Nondeterministic differences during the computation cause the minor difference between that sum and results from the separate global profiling run.

The results clearly show the different behavior for the three types of communicators used in the code: all-reduces and all-to-all calls are mainly restricted to MPI_COMM_WORLD, while rows and columns dominate point-to-point communication. Further, the code uses many broadcasts along rows, which the standard profiling run does not reveal. We made significant changes to mpiP to gather this data directly during the original effort to optimize Qbox. With P^N_MPI we were able to replace this coding effort with just a single
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TABLE 14.3: Overhead of different profiling approaches

<table>
<thead>
<tr>
<th></th>
<th>Execution Time (seconds)</th>
<th>Overhead (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Native</td>
<td>446.62</td>
<td>0.0%</td>
</tr>
<tr>
<td>mpiP</td>
<td>499.40</td>
<td>11.8%</td>
</tr>
<tr>
<td>$P^N$MPI &amp; mpiP</td>
<td>499.88</td>
<td>11.9%</td>
</tr>
<tr>
<td>Multiplexed</td>
<td>500.03</td>
<td>12.0%</td>
</tr>
</tbody>
</table>

switch module that only required a few lines of code. Hence, $P^N$MPI significantly reduces the necessary effort to distinguish the states for which we need distinct profiling information and thereby enables an easy and fast creation of application specific tools or tool adaptations.

Importantly, the reduced effort to gather the needed information does not come at a significant cost in accuracy or overhead. Our experiments above confirm that the approach is accurate since we see the same overall data while obtaining the breakdown by communicator classes. Further, Table 14.3 shows the execution times and overhead numbers for running those experiments. We compare the native execution without tool support to using mpiP as a standard PMPI tool, using mpiP as a transparent $P^N$MPI module, and running our complete multiplexed tool stack. The results show that mpiP adds nearly 12% overhead to the execution. We see small additional overheads when we use mpiP within the basic $P^N$MPI infrastructure and when we target different copies to the different communicator classes.

14.6 Summary

In this chapter, we presented the optimizations of $Qbox$ that led to its ACM Gordon Bell Prize winning performance of 207 Tflop/s on BG/L. We achieved this record setting performance of 56.4% of the peak performance of the then world’s largest supercomputer through optimizations of both the application’s computation and communication. This effort was guided not only by detailed knowledge of the application and the architecture but also by performance analysis tools that identified specific optimization opportunities. Overall, our results show that all three of these information sources are required in order to exploit large-scale systems effectively.

We learned several lessons from optimizing $Qbox$ for BG/L. Some help guide future architecture designs. For example, we had to use the second processor for computation as well as communication. However, large memory applications, such as $Qbox$, could not benefit from virtual node mode and we
had to rely on low-level coding to use that processor since the system lacked L1 cache coherence. Overall, processor architectures are complex and features such as prefetching effectively limit the ability of application programmers to maintain coherence for themselves. Thus, Blue Gene/P, the next generation Blue Gene system, included L1 coherence.

Other lessons help guide future tool development. In particular, we found that no tool provided the ability to measure MPI communication based on the communicator used. We hand modified mpiP in order to gather the needed information that allowed us to derive a node mapping that reflected the actual communication pattern of Qbox. This process was time consuming and difficult. Further, our general lesson is that tool writers cannot anticipate every specific separation of performance information that optimization might require. Thus, we have designed and implemented P^N_MPI, a flexible tool infrastructure that greatly simplifies targeting tools to the needs of a specific optimization effort. Our results demonstrate that it can substantially reduce the effort to gather the information needed to optimize Qbox node mappings at little additional overhead. We are currently extending P^N_MPI so that it can apply to optimization scenarios beyond MPI communication.

14.7 Acknowledgment

This work was sponsored in part by the Performance Engineering Research Institute, which is supported by the SciDAC Program of the U.S. Department of Energy. This manuscript and its illustrations have been authored by contractors of the U.S. Government under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under contract DE-AC52-07NA27344. Accordingly, the U.S. Government retains a nonexclusive, royalty-free license to publish or reproduce the published form of this contribution, or allow others to do so, for U.S. Government purposes.
Chapter 15

The Community Climate System Model

Patrick H. Worley
Oak Ridge National Laboratory

15.1 Introduction ......................................................... 315
15.2 CCSM Overview .................................................... 316
15.3 Parallel Computing and the CCSM ............................ 317
15.4 Case Study: Optimizing Interprocess Communication
   Performance in the Spectral Transform Method ............... 318
15.5 Performance Portability: Supporting Options and Delaying
   Decisions .............................................................. 322
15.6 Case Study: Engineering Performance Portability into the
   Community Atmosphere Model ................................. 323
15.7 Case Study: Porting the Parallel Ocean Program to the Cray
   X1 ........................................................................ 328
15.8 Monitoring Performance Evolution .............................. 332
15.9 Performance at Scale ............................................... 335
15.10 Summary .............................................................. 337
15.11 Acknowledgments .................................................. 338

15.1 Introduction

The Community Climate System Model (CCSM) is a modern world- 
class climate code consisting of atmosphere, ocean, land, and sea-ice com- 
ponents coupled through exchange of mass, momentum, energy, and chemical
species [98, 101]. Investigating the impact of climate change is a computa- 
tionally expensive process, requiring significant computational resources [263].
Making progress on this problem also requires achieving reasonable through- 
put rates for individual experiments when integrating out to hundreds or
thousands of simulation years. Climate models employ time-accurate numer- 
cal methods, and exploitation of significant parallelism in the time-direction
has yet to be demonstrated in production climate models. For the CCSM this
leaves functional parallelism between the component models, parallelizing over
the spatial dimensions, and loop-level parallelism exploited within a shared-memory multi-processor compute node or a single processor. Due to as yet unavoidable parallel inefficiencies, the size of the spatial computational grids that can be used and still achieve the required throughput rates for long time integrations is small compared to other peta- and exa-scale computational science. As a consequence the maximum number of processors that can be applied in a single experiment is also relatively small. Parallel algorithms need to be highly optimized for even a modest number of computational threads to make best use of the limited amount of available parallelism.

The CCSM is also a community code that is evolving continually to evaluate and include new science. Thus it has been very important that the CCSM be easy to maintain and port to new systems, and that CCSM performance be easy to optimize for new systems or for changes in problem specification or processor count [122].

This chapter describes some of the performance issues encountered, solutions developed, and methodologies utilized during the performance engineering of the CCSM and its predecessors over the past 20 years. The exposition alternates between descriptions of specific case studies and general observations drawn from a larger body of work. Topics discussed include interprocess communication, load balance, data structures, system performance characteristics and idiosyncrasies, and performance portability.\footnote{Performance portability refers to the ability to optimize performance easily upon porting to a new system, changing problem specification, and/or changing process or thread counts.} Of note is that many of the performance issues today are similar to those identified 20 (or more) years ago.

The emphasis here is on diagnosing and addressing performance “bugs.” There is only limited discussion of the design and evaluation of parallel algorithms, which is arguably the most critical aspect of the performance engineering of the CCSM. Moreover, while the CCSM is the context in which the discussion takes place, the issues and solutions are not specific to the CCSM. There have been, and continue to be, many contributors to the performance analysis and optimization of the CCSM. References to some of this other work is provided here, but this chapter is in no way meant to be a comprehensive discussion of performance engineering in the CCSM.

\section{CCSM Overview}

The CCSM consists of a system of four parallel geophysical components (atmosphere, land, ocean, and sea ice) that exchange boundary data (flux and state information) periodically through a parallel flux coupler [124]. The flux coupler serves to remap the boundary-exchange data in space and time. The
concurrency of the CCSM components is not perfect; the atmosphere, land and sea-ice models are partially serialized in time, limiting the fraction of time when all five CCSM components can execute simultaneously. For this reason, it is typical for the atmosphere, land, and sea-ice model to run on a common set of processors, while the ocean model runs concurrently on a disjoint set of processors. This is not a requirement, however, and the CCSM can run all components on disjoint processor subsets, all on the same processors, one after the other, or any combination in between. (This flexibility became available with version 4 of the CCSM [101], released on April 1, 2010.)

The atmosphere model is the Community Atmosphere Model (CAM) [100]. The ocean model is the Parallel Ocean Program (POP) [310]. The land model is the Community Land Model (CLM) [114]. The sea ice model is the Community Ice Model (CICE) [57,175]. With the CCSM4 release, all components are hybrid parallel application codes, using MPI [238] to define and coordinate distributed-memory parallelism and OpenMP [106] to define and coordinate shared-memory parallelism. Each component model has its own performance characteristics, and the coupling itself adds to the complexity of the performance characterization [124].

The first step in optimizing CCSM performance is the optimization of the individual component models. Once this is complete, the number and distribution of processors for each component must be determined, based on some performance or resource requirements. This exposition discusses performance issues arising in the two three-dimensional components, the ocean and the atmosphere, which have in the past been the most expensive in CCSM simulations. For a discussion of performance engineering in the other components and of the load balancing of the full CCSM, see [122,124] and all of the articles in [123].

15.3 Parallel Computing and the CCSM

The Community Climate Model (CCM), the predecessor to CAM, was developed at the National Center for Atmospheric Research (NCAR) in 1983. CCM0 was run initially on the Cray-1 vector system [369]. CCM1, released in 1987, also supported the Cray-XMP shared memory parallel vector processing system [370]. CCM2, released in 1992, added support for the Cray-YMP [158]. The Parallel Ocean Program (POP) was developed at Los Alamos National Laboratory (LANL) in 1992, written initially in a data parallel formulation using CM Fortran and targeting the Thinking Machines CM-2 and CM-5 systems [331].

As distributed-memory parallel systems became viable platforms for production climate simulations, new parallel algorithms were developed and codes were redesigned and ported. Since the early 1990s, kernel codes extracted from
the component models (for evaluation and as the first step in porting), component models, or the full CCSM have been ported and performance evaluated on a large number of systems. The author has first hand knowledge of work on systems from Convex (SPP-1200, SPP-2000), Cray (T3D, T3E, X1, X1E, XT3, XT4, XT5), HP/Compaq (AlphaServer SC), IBM (clusters of Power1 (SP1), Power2 (SP2), Power3 (SP3), Power4, Power5, and Power6 processor-based SMP compute nodes, BG/L, BG/P), Intel (iPSC/860, Delta, and Paragon), nCUBE (nCUBE 2), NEC (SX-5, SX-6), SGI (a number of different Origin and Altix systems), as well as the Earth Simulator and a variety of commodity clusters. The point of this list is to emphasize the effort that has been taken in porting to and evaluating potential target platforms and the diversity of these targets, thus motivating the need for performance portability.

15.4 Case Study: Optimizing Interprocess Communication Performance in the Spectral Transform Method

One of the early efforts in porting the atmosphere model to distributed-memory parallel computers targeted an Intel iPSC/860 hypercube with 128 processors [348,380]. The initial goal of this work was to develop and evaluate parallel algorithms for the spectral transform method that was used in the CCM2. The initial approach utilized a decomposition of both the physical and spectral domains and a ring algorithm when transforming between the two, as described below.

When transforming from spectral space to physical space, the spectral coefficients defining the spectral representation of the solution are moved between processors that are viewed as being being arranged in a ring topology. At each step a processor sends its current block of spectral coefficients to the processor on its left (in the ring topology), uses these data to calculate contributions to the physical quantities it is responsible for, then receives a new block of coefficients from the processor on the right. After $P$ steps, where $P$ is the length of the ring, the calculation is complete and each block of spectral coefficients has been returned to its source processor.

When transforming from physical to spectral space, the spectral coefficients being calculated are circulated around the ring. Each processor calculates its contribution to the block of coefficients it knows that it will receive next, receives that block from the right, adds in its contribution, sends the updated block to the left, and begins the calculation for the next block.

This approach has many advantages, including the ability to overlap communication with computation. The initial implementation performed poorly
however. See [380] for the details, but the sources of the problems are still issues today or have analogues.\footnote{The iPSC/860 system used the NX message passing library for interprocess communication [274]. The MPI standard had not yet been defined, but NX had a large number of capabilities that were included in MPI and all of the commonly used NX commands have close analogues in MPI.}

a) load imbalance. See Figure 15.1. The task graph shows that certain instances of Task $\theta$ on processors 0-3 take 20 times longer than on the other processors, introducing large idle times in the interprocess communication (unlabeled regions in the task graph). Here the X-axis is wallclock time and the Y-axis is the process ID, 0 to 15. The shading indicates what logical task a given process was engaged in at a given point in time.

b) blocking send/receive communication protocol preventing communication/computation overlap. See Figure 15.2. The Gantt chart shows that a send on a source processor does not complete until the receive is posted.
FIGURE 15.2: Gantt chart showing effect on ring algorithm of blocking communications without system buffering. (From [380]. With permission.)

on the destination processor. The source processor is always immediately above the destination processor in this figure. Here busy denotes computation, idle denotes time blocked waiting for a message to arrive, and overhead denotes other time spent in the communication library routines. X-axis and Y-axis are again time and process ID, respectively.

c) handshaking message used in library implementation of nonblocking send/receive of large messages preventing communication/computation overlap. See Figure 15.3. Here the system handshaking message from the left neighbor is sometimes blocked from being received because the processor is receiving a large application message from right neighbor.

All of these performance issues were resolvable once the causes were iden-

\footnote{While this behavior is still a option, the typical implementation of the blocking send/receive protocol in current communication library implementations will try to allocate system memory to receive this unexpected message. This can also cause problems, as described in a later section.}
tified. See Figure 15.4 for the Gantt chart of the optimized version of the code.

In all cases performance was evaluated initially via strong scaling studies: per process wallclock times for performance sensitive phases of the code were measured for a number of fixed problem sizes and for a number of different processor counts. For issues (a) and (b), unexpectedly poor performance motivated the use of performance visualization to diagnose the performance problems. This expectation was based on an informal model of how performance should scale. The performance degradation resulting from issue (c) was not great enough to cause immediate suspicion that something was wrong. Subsequent fitting of the data to an algebraic performance model data was very accurate if communication costs were twice what was expected based on microbenchmarks results. Subsequent visualization of performance indicated that there was a performance problem. The source of the problem was identified via a discussion with the communication library developers. The workaround for (c) involved an explicit handshaking message at the begin-
Performance tuning of the ring algorithm and the use of a send command that did not utilize an internal handshaking message (i.e., a “ready send” protocol).

Performance modeling and performance visualization proved to be very important in this study. Such techniques are typically saved for the “hard” cases, and are not used in day-to-day CCSM performance engineering activities. In contrast, detailed performance scaling studies were and are used regularly, for performance debugging, tuning, and evaluation [378,379].

15.5 Performance Portability: Supporting Options and Delaying Decisions

The study described in Section 15.4 was one of the first in a very active period of parallel algorithm design and experimentation within the CCSM development community. One recurring theme in subsequent CCSM work was
the recognition that the communication protocol (transport layer, message passing library, one-sided versus two-sided communications, collective versus point-to-point commands, synchronous/blocking/nonblocking/... commands, pre-posting communication requests and/or delaying communication completion tests, aggregating or splitting communication requests, explicit handshaking messages and use of the “ready send” protocol, order of communication requests, etc.) can have a large impact on performance, and the best choice varies with parallel algorithm, problem size, number of processes, communication library, and target architecture [377]. Because of this, the communication protocol used varies throughout the CCSM component models, and some component models support compile- or runtime selection of the communication protocols to use for a given parallel algorithm within the component [185, 244, 381].

As the parallel algorithm research continued, a number of competing parallel algorithms were developed and the list of target platforms increased [382]. For fairness (and accuracy) in comparing both algorithms and platforms, each of the alternative algorithms needed to be optimized on the target platforms [136]. Algebraic performance models for some of the parallel algorithm alternatives [61, 137] were also developed that were sufficient to determine asymptotic behavior. However, predictions of performance for a particular problem size, target architecture, and implementation still required empirical data to determine constants used in the models. These studies also demonstrated clearly the utility of embedding a number of parallel implementations in the same model and the utility of an efficient experimental methodology for determining the optimal choices, as the best approach was a function of problem size, processor count, and target computer system [119, 136, 379, 383].

15.6 Case Study: Engineering Performance Portability into the Community Atmosphere Model

The design of CAM [99], the proposed successor to the CCM [188], began in the Spring of 2000. Atmospheric global circulation models, like CCM and CAM, are characterized typically by two computational phases: the dynamics, which advances the evolution equations for the atmospheric flow, and the physics, which approximates subgrid phenomena such as precipitation processes, clouds, long- and short-wave radiation, and turbulent mixing [99]. One of the decisions made early on in the design process was that CAM would support multiple dynamics solvers, henceforth referred to as dynamical cores or dy cores, that share a common set of physics options. (The dycore is selected at compile-time.) As these dycores would not necessarily use the same computational grids nor support the same domain decompositions in their parallel...
implementations, it was decided to define an explicit interface between the
dynamics and the physics. As a consequence, the physics data structures and
parallelization strategies would no longer be required to be identical with those
used in the dynamics. Instead a dynamics-physics coupler would be used to
move data between data structures representing the dynamics state and the
physics state.

In earlier work [120, 121, 136, 137], the goal had been to determine data
structures and domain decompositions that work well with both the dynamics
and the physics. By decoupling physics and dynamics data structures, a global
design was no longer necessarily advantageous. Developers were thus free to
investigate optimizing performance within the physics and dynamics independ-
ently, and to investigate different approaches to minimizing the overheads
introduced by the decoupling of the physics and dynamics data structures.
This activity also came at an interesting time architecturally. Vector systems
such as the NEC SX-5 and SX-6 and the Cray X1 were possible production
platforms, and there was strong motivation to support good performance on
both vector and nonvector processor architectures. One effort at this time,
described in [381], focused on optimizing performance in the physics.

The primary focus in [381] was the development and evaluation of a physics
data structure that could be efficient for both vector and nonvector systems.
All grid points in a three-dimensional grid with the same horizontal location
are referred to as a column. The physics in CAM treats each column inde-
pendently, and the processing of each column is very similar. Thus an index
over the columns represents a potential direction for vectorization. In contrast,
there is a tight coupling computationally between the vertical levels within a
column, and the computational intensity is higher if one column is processed
at a time. To support both scenarios, the index space representing the columns
was “factored”, with one factor of the index space assigned to the innermost
index and the other assigned to the outermost index. This defines subsets of
columns (referred to as chunks) that are processed together. Vectorization is
applied within a chunk, while MPI and OpenMP parallelism are applied be-
tween chunks. Having larger numbers of columns in a chunk should improve
vector performance, while having smaller numbers should improve nonvector
processor performance.

Modern processor architectures are complex, however, and the above per-
formance characterization of vector and nonvector processors is overly sim-
plistic for use in algorithm optimization. Figure 15.5 describes an empirical
evaluation of performance as a function of the number of columns assigned
to a chunk for four computer systems. Runtimes are normalized with respect
to the minimum observed runtime for each target system, and performance
can not be compared between systems quantitatively in this figure. The Cray
X1 vector architecture did in fact prefer large chunks ($\geq 1026$ in this study).
Performance of the Power4 processor in the IBM p690 system was not very
sensitive to chunk sizes within the range of 16 to 200, but the extremes (small
and large) performed significantly worse. The Intel Itanium2 processor in
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FIGURE 15.5: Sensitivity of physics performance to number of columns assigned to a chunk. (From [381].)

the SGI Altix showed a strong preference for chunks with 8 columns (for the given problem resolution). When CAM is ported now, similar studies are undertaken to determine the optimal chunk size on the new architecture.

Once the size of the chunks has been established, the assignment of columns to chunks and of chunks to processes needs to be determined. Each dycore has its own decomposition of columns among the processes. If the decomposition used by the dycore is retained by the physics, then the physics-dynamics coupling will not incur interprocess communication overhead. However, the cost of processing a column in the physics varies between columns and varies for a given column with simulation time. See Figure 15.6. The first graph describes how the cost for a column near the equator varies with simulation time for 24 hours for three different types of timesteps. (Not all physics calculations occur at the same time frequency.) Here runtime is normalized with respect to the average over all observations for a given type of timestep, and the relative cost of the different timesteps can not be determined from these data. The second graph describes how the cost of the most common type of timestep varies as a function of longitude for three different simulation times. Based on this analysis, a static load balancing scheme was developed.
FIGURE 15.6: CAM physics load variability experiments. (From [381].)
FIGURE 15.7: CAM physics load balancing experiments (128 processors on IBM p690 cluster, September and January). (From [381].)
Figure 15.7 demonstrates the efficacy of this load balancing scheme, graphing the cost of the physics over a simulation month as a function of process id both with (phys_loadbalance=2) and without (phys_loadbalance=0) load balancing. These results are from runs on an IBM p690 cluster using 128 processors, but similar results hold for the other architectures, including the Cray X1 vector system. The top graph is for the calendar month September and the bottom graph is for the calendar month January. Here the runtime is normalized against the average runtime when running without load balancing for a given simulation month, and performance with and without load balancing can be compared directly. This analysis did not take into account the cost of the interprocess communication required to remap the columns between the decompositions used in the dynamics and the physics. As this cost is sensitive to the architecture, problem size, and number of processes, the decision as to whether to use load balancing is determined on the basis of empirical experiments [379].

In summary, introducing flexibility into the design and using empirical studies for performance optimization was critical for supporting performance portability across these different platforms. This flexibility has continued to be very important for maintaining good performance when porting to new architectures and as the model evolves.

15.7 Case Study: Porting the Parallel Ocean Program to the Cray X1

In 2002–2003 the Parallel Ocean Program was ported to and optimized on the NEC SX-6, and then on the Earth Simulator [185]. A similar exercise was undertaken for the Cray X1 vector system in 2003–2004 [384]. This Cray X1 study was focused in particular on determining how the performance characteristics of the Earth Simulator and the X1 differed, and how to take this into account when optimizing POP performance. The first and third figures in Figure 15.8 are task graphs that document the impact of modifying approximately 700 lines of code (out of 45,000), decreasing the cost of Task 1 by nearly a factor of 3. While there were some differences between the code modifications for the Earth Simulator and for the X1, they were on the order of tens of lines of code. Both the NEC and Cray compilers provided excellent feedback on where and why the code could not be vectorized. The visualization in Figure 15.8 was used simply to document the impact of vectorization. The second and fourth figures in Figure 15.8 are utilization count histograms that document the number of processes computing, communicating, or idle (waiting for communication) as a function of wallclock time, before
and after vectorization respectively. This visualization indicates clearly the communication-bound nature of the run.

Another optimization, first identified and implemented in the port to the Earth Simulator, was to replace a series of halo updates, one per vertical level, with a single halo update for all vertical levels simultaneously.\(^4\) The total volume of data moved was the same, but the number of requests, and message latency, was reduced to one per timestep. The top two histograms in Figure 15.9 show the impact of this optimization on the Cray X1. While still communication bound, execution is now 3 times faster. (Note that the top two histograms in Figure 15.9 document exactly half the amount of runtime as do the histograms in Figure 15.8.)

A communication benchmark that examines performance using different messaging layers and communication protocols [349] indicated that using Co-Array Fortran [262] one-sided messaging can be 5 times faster than using two-sided MPI messaging for latency-sensitive communication operations on the Cray X1. Based on this, Co-Array Fortran implementations of performance-sensitive halo updates and MPI collectives were introduced into POP. The performance impact of these modifications is displayed in the bottom two histograms in Figure 15.9. (The bottom two histograms document half the amount of runtime as the top two histograms in Figure 15.9.) No attempt was made to instrument the Co-Array communication, and the time spent in the Co-Array Fortran implementations of the halo update and MPI collectives is defined to be idle time. As can be seen, performance is doubled compared to the previous version, and the code is now no longer communication bound for this processor count.

This study occurred over a period of 12 months and included frequent communication with the Cray operating system and MPI library developers. As a consequence, the performance of the MPI collective operators were eventually improved to the point that the hand-tuned Co-Array Fortran implementations of the MPI collectives were no longer necessary. (The Co-Array implementations of the halo update were still important for performance.) Similarly, modifications to the operating system improved performance of both the MPI-only and MPI/Co-Array Fortran versions by over 80%. Figure 15.10 is a graph of performance (measured in simulated years per day, so larger is better) for the different versions of the code developed during the study, all collected on the same date. As can be seen, the optimizations were important even with the MPI library and operating system improvements. The four implementations with similar performance were all attempts to solve what were ultimately determined to be performance bottlenecks in the operating system. Moreover, performance of the best performer in Figure 15.10 was

\(^4\)The halo for a subset of a computational grid is the region external to the subset from which data is required in the next step of the computation. For a parallel algorithm based on domain decomposition, a halo update is the interprocess communication required to acquire the halo data that resides in the memory space of other processes.
**FIGURE 15.8:** POP task graph and utilization count histogram on Cray X1: without and with vectorization. Horizontal axis is time. From [384]. (See color insert.)
FIGURE 15.9: POP utilization count histograms on Cray X1: without and with MPI optimization (top) and Co-Array Fortran optimizations (bottom). Horizontal axis is time. From [384]. (See color insert.)
indistinguishable from the other 5 MPI/Co-Array Fortran implementations before the operating system optimizations were implemented.

In summary, this study demonstrated that kernel benchmarks can be critical in determining achievable performance and in evaluating alternative approaches. It also showed the advantage of using application-specific messaging layers for performance sensitive communication. With such a layer, communication can be implemented with whatever transport layer makes the most sense for a given architecture. Careful, detailed empirical studies also provide a mechanism for identifying system performance issues that can then be reported to computer center staff or to the system vendor. Finally, while not strictly required in this study, performance visualizations can be very useful in identifying and diagnosing performance problems.

15.8 Monitoring Performance Evolution

An important aspect of the performance engineering of the CCSM has been the monitoring of performance as the CCSM evolves, as the system software

![Graph showing performance comparison](image)
on the target platforms evolves, and as the production problem configurations change. The importance of this monitoring was made very clear during the period of time when vector architectures were being targeted. The underlying problem was that many of the contributors to the CCSM did not develop code on the target vector architectures, and, in consequence, their modifications often did not run efficiently on vector systems. Figure 15.11 is a graph of CAM performance on the Cray X1E for three different problem sizes and a fixed problem-size-dependent processor count over the period of March 2005 to March 2006. The X-axis is the CAM version number, where the labels are either major releases or versions checked-in by a subset of developers who were tasked to maintain performance on the X1E. Performance data (in simulated years per day) is plotted both for the labelled versions and for the immediately preceding versions. As can be seen, it was a constant battle to maintain good performance. See [374,376] for additional details.

An analogous problem continues today with respect to scaling. Given the cost in turnaround time and computer allocation, most day-to-day development utilizes smaller problem sizes and runs with modest processor counts. In consequence, performance issues that arise at scale are sometimes not identified until attempting to use the code for large production runs. Examples

**FIGURE 15.11:** CAM Vector Performance History: March 2005 to March 2006. (From [376]. With permission.)
FIGURE 15.12: CAM performance for proposed physics modifications.
include modifications whose computational complexity increases faster than
can be controlled by exploiting additional parallelism, sometimes because the
complexity increases as a function of the number of processes itself. Other ex-
amples involve unexpected increases in communication overhead, sometimes
due to changing performance characteristics of interprocess communication at
scale.

The solution to the problems described above is in part education of the
developers as to the performance issues. This requires an understanding by
the performance engineers of the (ever changing) performance characteristics
of the target platforms and the code, and the practical implications of these
characteristics. However, careful monitoring of performance, both for current
and future problem and computer configurations, continues to be critical. An
example of both approaches was an evaluation in 2008 of the performance of
a sequence of physics modifications under consideration for inclusion in the
next generation version of CAM [375]. Figure 15.12 describes the impact on
performance of these different options for a coarse grid resolution problem on
a Cray XT4 and on an IBM BG/P. (Individual curves are truncated when
performance no longer increases with processor core count.) Where before
the dycore was the performance limiter, the new physics options increase
significantly the importance of optimizing the performance of the physics.

15.9 Performance at Scale

Many of the performance issues of concern currently involve performance
at scale, whether using ever increasing numbers of processor cores efficiently
and/or maintaining good throughput rates as the problem size increases. For
example, exploitable parallelism in CAM was extended recently by allowing
different phases of the code to make use of different numbers of MPI pro-
cesses [243], leaving some processes idle during some phases. This activity
required a re-evaluation of MPI communication performance in the model,
and the redesign of some communication logic used between these different
phases [241].

One common theme at scale is the impact of MPI communication on per-
formance and on memory requirements for large MPI process counts. Using
the standard MPI communication protocols, including MPI collectives, often
requires large system buffer space to hold necessary tables and to receive un-
expected messages, that is messages that arrive before corresponding receive
requests have been posted. On the Cray XT systems, these buffer sizes can be
specified using environment variables, but this is not a robust solution as it is
difficult to determine how much is sufficient \textit{a priori}, and specifying too much
system memory for MPI may prevent the user code from running, from lack
of memory. System buffering of unexpected messages can be avoided by using
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communication protocols with additional flow control logic to eliminate these unexpected messages. For example, a process can delay sending a message until it has received a handshake message from the destination process indicating that the corresponding receive request has been posted. Introducing an explicit flow control option in each CCSM component and in the coupler has allowed us to address this issue without changing the default MPI buffer sizes (so far). However care needs to be taken in the design of these alternative algorithms so that performance is not degraded [241].

Another mitigation strategy is to use fewer MPI processes by exploiting shared-memory parallelism over the ever increasing number of processor cores available in an SMP node. Exploiting this approach within the CCSM was identified as a priority recently and, as mentioned earlier, all CCSM components can now use both MPI and OpenMP parallelism. Note that how OpenMP is introduced is also important. In CAM, the OpenMP parallelism was until recently applied to the same loops as the MPI parallelism. Thus, when MPI parallelism was fully exploited, there was no parallelism left to exploit with OpenMP. As part of the recent emphasis on exploiting OpenMP parallelism within the CCSM, OpenMP parallelism has now been applied to other loops as well, as an option. The best mix of MPI and OpenMP parallelism for a given processor count is still determined empirically.

A different approach to avoid unexpected messages and the consequent memory requirements is to use one-sided messaging, where messages are sent directly to memory controlled by a remote process. This can be implemented with MPI one-sided messaging or with messaging layers designed specifically for this operation, such as Co-Array Fortran and Unified Parallel C (UPC) [76]. The one-sided messaging approaches work best with hardware support in the interconnection network, which is missing in the current massively parallel systems (even though it was available in earlier systems such as the Cray X1 and the HP AlphaServer SC). Hardware support for one-sided messaging is expected to reappear in future systems, and it will be relatively simple to add support for one-sided messaging in the current CCSM messaging layer.

Another concern on certain massively parallel systems is (nonalgorithmic) performance variability occurring during or between runs. Performance variability can arise from performance inhomogeneity, either spatial from “slow” nodes or in the time-direction from operating system jitter. It can also arise from lack of sufficient isolation, so that your neighbor’s job can consume a shared research such as network or I/O bandwidth that your job is attempting to use. The initial problem is identification that a performance problem is due to performance variability, and is not a performance problem intrinsic to the application code. The second step is the attribution, determining the source of the variability. What to do about this type of performance issue once it is identified is also problematic, but latency hiding techniques, in I/O for example, may also make code performance more robust in the presence
of variability. So, performance portability techniques may need to include a degree of “performance variability tolerance” in the future.

With the increase in scale, the diagnosis of performance problems is becoming ever more difficult. In consequence, good performance tools and methodologies are increasingly important, but the functionality and robustness of the tools are also affected by scale. Building flexibility into the codes, in order to adapt easily to changing performance characteristics, continues to be an important technique, but progress in performance tools and, possibly, new programming paradigms will be needed as system, code, and problem size and complexity continue to grow.

15.10 Summary

To summarize, techniques that have been employed with good effect in the performance engineering of the CCSM include the following:

1. representative kernel codes for developing and examining new ideas and for narrowing the size of the space to be searched when determining optimal algorithm settings;

2. detailed performance scalability studies, tracking changes in performance of logical phases in application codes as process counts, problem sizes, and system architectures are varied;

3. performance modeling;

4. performance visualization;

5. support for a variety of messaging layers, communication algorithms, and communication algorithm implementations (protocols) for individual phases of a code, specified at compile-time or (preferably) runtime;

6. compile-time or runtime support for other algorithm options, such as data structure dimensions and loop bounds, load balancing, MPI vs. OpenMP parallelism, domain decomposition, in which the optimal choice is a function of the experiment particulars;

7. an efficient experimental methodology for determining the optimal settings for all of the compile-time and runtime options;

8. good communications with computer center and vendor staff.

For the most part these techniques have been employed without sophisticated performance engineering infrastructure. Recent improvements in performance modeling and autotuning should improve our ability to maintain
and improve performance of the CCSM in the future, though the evolution of the model toward increasing complexity and the significantly different nature of proposed next generation high performance computing architectures (for example, many-core nodes with GPU accelerators) will place increasing demands on the CCSM performance engineering community.
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16.1 Introduction

Many material science and nanoscience computational problems require one to deal with large numbers of atoms – typically tens of thousands for best results. Such problems can be simulated accurately best by \textit{ab initio} self-consistent methods. Some examples include quantum dots and wires, core/shell nanostructures, as well as more conventional systems such as semiconductor alloys.

For example, materials with separate electron states within the energy band gap (“mid-band-gap state” materials) have been proposed as solar cells [222]. Such devices possibly could achieve efficiencies from 40\% to 63\%, whereas solar cells in use today typically only achieve efficiencies in the 5\% to 15\% range [222]. One potential way to produce mid-band-gap state materials is to use certain semiconductor alloys, such as ZnTe$_{1-x}$O$_x$, where $x$ denotes the fraction of oxygen atoms. For a small alloy percentage, ($\approx 3\%$), the oxygen states repulse the conduction band minimum (CBM) states of the ZnTe and
form a separate band inside the energy band gap of ZnTe. Preliminary experimental results have shown that such mid-band-gap states do exist \cite{389}, but the characteristics of these mid-band-gap states are not known (i.e., whether they are spatially isolated or extended), nor is it known whether there is a clear energy band gap between the oxygen induced state and the CBM of ZnTe. If there is no gap, the electron from the ZnTe conduction band will be relaxed into the mid-band-gap states through phonon emission, which will render the material unusable for solar cell applications.

At the present time, accurate computational analysis of such materials is only possible by employing \textit{ab initio} density functional theory (DFT) calculations \cite{166, 196}. However, due to the small percentage of the oxygen atoms, large “supercells” containing thousands of atoms must be employed to properly describe the random distribution of these oxygen atoms. Due to this requirement for thousands of atoms, direct DFT methods are impractical. For example, using any of the classical $O(N^3)$ methods to simulate the 13,824-atom system that we will subsequently describe in this chapter would require four to six weeks of run time for a fully converged self-consistent result using a system with 20,000 processor cores. This reckoning generously presumes that such codes achieve a high fraction of peak and scale perfectly in performance to 20,000 cores.

In order to solve such problems on multi-peta- and exascale computer systems now on the drawing board, which will employ 1,000,000 or more processing cores, one of the present authors (Lin-Wang Wang) and some colleagues at Lawrence Berkeley National Laboratory have developed a new method whose computational cost increases nearly linearly with the number of atoms. For the 13,824-atom system mentioned above, for example, this method is roughly 400 times faster than conventional $O(N^3)$ methods (in terms of operation count), yet it yields essentially the same numerical results as the conventional methods. In addition, since it uses a divide-and-conquer scheme, this method is well-suited for very-large-scale parallel computer systems.

These techniques were implemented in a computer program that was named “LS3DF,” an acronym for “linearly scaling, three-dimensional fragment” scheme. This program demonstrated well the potential for linear scaling (in terms of number of system size, i.e., number of atoms). However, the original LS3DF code ran at a performance rate that was a relatively low fraction of the peak performance on the numbers of processors being used. In addition, parallel scalability was limited to “only” about 1024 processing cores, which while very good is still far below the sizes of large state-of-the-art scientific computer systems available today.

This chapter gives some background on the LS3DF code, presents the results of some performance analysis that was done on the code, and then describes tuning that was done to improve this performance, which ultimately led to a code that not only runs extremely well but also won a coveted award granted by the Association of Computing Machinery (ACM), namely the ACM Gordon Bell Prize, in a special category for algorithm innovation.
Full details on the algorithm and methodology are presented in [350], from which this chapter is adapted. Among other things, this chapter includes new, significantly higher performance results than were available when [350] was published.

### 16.2 LS3DF Algorithm Description

A divide-and-conquer scheme is a natural approach for mapping the physical locality of a large problem to the architectural locality of a massively parallel computer. The method used in LS3DF is based on the observation that the total energy of a given system can be broken down into two parts: the electrostatic energy and the quantum mechanical energy (e.g., the kinetic energy and exchange correlation energy). While the electrostatic energy is long-range and must be solved via a global Poisson equation, the computationally expensive quantum mechanical energy is short-range [195] and can be solved locally. The idea is to divide the whole system into small fragments, calculate the quantum mechanical energies of these fragments, and then combine the separate fragment energies to obtain the energy of the whole system.

A critical issue in a divide-and-conquer scheme such as this is how to patch the fragments together. The core of the LS3DF algorithm is a novel patching scheme that cancels out the artificial boundary effects caused by the division of the system into smaller fragments. As a result of this cancellation, computed results are essentially the same as a direct calculation on the large system, which typically scales as $O(N^3)$, where $N$ is the size of the system in atoms. In our method, once the fragment sizes are chosen to obtain a given numerical accuracy, the computational cost is proportional to the number of fragments.

Hence, it is called the linearly scaling three-dimensional fragment (LS3DF) method. By using a small group of cores to solve the quantum mechanical part of each fragment independently, our method also scales well in performance with the number of processor cores. Only a small overhead is needed to patch the fragment charge densities into a global charge density, to solve the Poisson equation for the whole system, and to divide the global potential into fragment potentials. As a result, the scheme can be implemented on computer systems with hundreds of thousands of cores.

This divide-and-conquer scheme is illustrated in Figure 16.1, which depicts a two-dimensional system for clarity. In Figure 16.1, a periodic supercell is divided into $m_1 \times m_2$ small pieces. From each grid corner $(i,j)$ one can define four fragments, with their sizes $S$ equal to (in units of the smallest piece): $S = 1 \times 1, 1 \times 2, 2 \times 1$ and $2 \times 2$, respectively. Suppose one calculate the quantum energy $E_{i,j,S}$ and charge density $\rho_{i,j,S}$ of all of these fragments. Then the total quantum energy of the system can be calculated as $E = \sum_{i,j,S} \alpha_S E_{i,j,S}$ and the total charge density as $\rho(r) = \sum_{i,j,S} \alpha_S \rho_{i,j,S}(r)$. Here $\alpha_S = 1$ for the
$S = 1 \times 1$ and $2 \times 2$ fragments, and $\alpha_S = -1$ for the $S = 1 \times 2$ and $2 \times 1$ fragments. By allowing the usage of both positive and negative fragments in the above summation, the edge and corner effects between different fragments are canceled out, while one copy at the interior region of the fragment will be left to describe the original large system. This scheme can be extended to three dimensions in a straightforward way. The details of this method, as well as some of its novel features, are described in [352, 390].

**FIGURE 16.1:** The division of space and fragment pieces from corner $(i, j)$.

In the latest implementation of the LS3DF method, one starts with a 3D periodic supercell, and divides it into an $M = m_1 \times m_2 \times m_3$ grid. The atoms are assigned to fragments depending on their spatial locations. The artificially created surfaces of the fragments are passivated with hydrogen or partially charged pseudo-hydrogen atoms to fill the dangling bonds [351]. The wavefunctions of the fragments are described by planewaves within a periodic fragment box $\Omega_F$ (which is the square region plus a buffer region as shown by the dashed line in Figure 16.1 for a $2 \times 2$ fragment). Norm conserving pseudopotentials are used to describe the Hamiltonian. An all-band conjugate gradient method is used to solve the fragment wavefunctions [354].

The LS3DF method involves four important steps within each total potential self-consistent iteration, as illustrated in Figure 16.2. First, a total input potential $V_{\text{in}}^{\text{tot}}(r)$ (for the whole system) is provided. Secondly, the Gen_VF routine generates for each fragment $F$, the potential $V_F(r) = V_{\text{in}}^{\text{tot}}(r) + \Delta V_F(r)$, $r \in \Omega_F$, where $\Delta V_F(r)$ is a fixed passivation potential for each fragment $F$ which is only nonzero near its boundary [352]. Note that $V_F(r)$ is only defined in $\Omega_F$. Third, PEtot_F solves Schrödinger’s equation on each fragment for its
wavefunctions $\psi^F_i(r)$. After the fragment wavefunctions $\psi^F_i(r)$ are solved for, the fragment charge density is computed, $\rho^F(r) = \sum_i |\psi^F_i(r)|^2$, and the charge density for the overall system is patched together $\rho_{\text{tot}}(r) = \sum_F \alpha_F \rho^F(r)$ by subroutine Gen_dens. In the final step carried out by subroutine GENPOT, a global Poisson equation is solved using fast Fourier transforms (FFTs) to obtain the global potential $V_{\text{out}}^\text{tot}(r)$. After potential mixing from previous iterations, the modified $V_{\text{out}}^\text{tot}(r)$ is used as the input for the next self-consistent iteration. Self-consistency is reached as $V_{\text{out}}^\text{tot}(r)$ approaches $V_{\text{in}}^\text{tot}(r)$ within a specified tolerance.

**FIGURE 16.2**: LS3DF flow chart.

### 16.3 LS3DF Code Optimizations

LS3DF was developed specifically for large-scale parallel computation, although it builds on the previous $O(N^3)$ DFT code PEtot [354] that has been in development for nearly ten years. The four major subroutines in LS3DF, namely Gen_VF, PEtot_F, Gen_dens, and GENPOT (Figure 16.2) were developed in steps. Initially, as a proof of concept, they were developed as separate executables using file I/O to pass the data between them. Later, these sub-
routines were integrated into a single executable. These codes are written in Fortran-90, using MPI for parallel computation.

In the most recent phase of the development, which yielded the code that we used in this study, we first focused on the PEtot_F subroutine, which dominates run time. Using the Integrated Performance Monitoring (IPM), developed by David Skinner of the Lawrence Berkeley National Laboratory [144], we found that the PEtot_F subroutine ran at about 15% of peak performance in the earlier phases of development. PEtot_F is derived from the PEtot code, which uses the same planewave q-space parallelization as other standard codes, such as PARATEC [86] and Qbox [156]. However, to save on memory requirements, it used a band-by-band algorithm that contributed to its relative low performance rate. Detailed profiling and analyses were carried out to increase the performance of PEtot_F. Closer analysis revealed that since PEtot_F solved for one electron wavefunction at a time ("band-by-band," i.e., solving for one eigenvalue/eigenvector at a time versus all at one time), the majority of operations (for nonlocal pseudopotential and wavefunction orthogonalization) were performed using BLAS-2 routines. The file I/O for communication also took a substantial amount of time.

Based on these analyses, we employed four major code optimizations to improve the performance and scalability of this code:

1. Within PEtot_F, solve for all the electron wavefunctions simultaneously (i.e., the all-band scheme), instead of one wavefunction at a time (i.e., the band-by-band scheme). With this approach, one can utilize BLAS-3 operations such as DGEMM, yielding higher performance than is possible with BLAS-2 routines. A typical matrix size for one of the fragments is $3000 \times 200$.

2. Implement a different algorithm for data communication between cores in Gen_VF and Gen_dens to allow better scaling for large numbers of cores.

3. Store the data in memory (through an LS3DF global module), and communicate with MPI calls, rather than store the data on disk and communicating via file I/O as in the earlier versions of the code. This change has resulted in a major improvement in scalability and overall performance.

4. Eliminate the setup overhead during each self-consistent call for PEtot_F and GENPOT through storage of the relevant variables in the LS3DF global module.

With regards to the first item, the original PEtot_F band-by-band algorithm has the advantage of requiring a rather modest amount of memory. But on the Cray XT4 system, with 2 GByte memory per core, we had enough memory to use the all-band method, which involves matrix-matrix multiplication that can be performed using BLAS-3 routines. This all-band optimization required changes in the data layout and rearrangements of the loop structures.
We have also implemented a new orthogonalization scheme for the all-band method. Instead of imposing the orthonormal condition for the wavefunction using a Gram-Schmidt scheme at each conjugate gradient step, we only impose the orthonormal condition after a few conjugate gradient steps by calculating an overlapping matrix. The use of the overlapping matrix instead of the direct band-by-band Gram-Schmidt algorithm also permits the use of BLAS-3 library routines such as DGEMM.

In the wake of this code optimization, the performance of the stand-alone PEtot code had increased from 15% of the theoretical peak to 56% for large system calculations, based on calculations performed on the “Franklin” system (a Cray XT4 system) at Lawrence Berkeley National Laboratory. This performance ratio is close to that of the best plane wave codes, such as PARATEC [86] and Qbox [156]. The performance ratio of PEtot,F for the largest fragments was 45% on Franklin, which was slightly slower than the stand-alone code, probably due to the small size of the fragment. In a 2000-atom CdSe quantum rod sample problem, after the final code optimization, for 8000-core runs, the execution times for the four subroutines of the code were reduced to: Gen_VF 2.5 seconds (from the original 22 seconds), PEtot,F 60 seconds (from the original 170 seconds), Gen_dens 2.2 seconds (from the original 19 seconds), and GENPOT 0.4 seconds (from the original 22 seconds). These timings represented a factor of four overall improvement compared with the previous version. For Gen_VF and Gen_dens, the improvement was a factor of 10, while for GENPOT, the improvement was a factor of 50. The improvements for these three subroutines are critical for large-scale runs.

Shortly before the final completion of the original study, we were able to obtain access to the “Intrepid” system, which is a large Blue Gene/P system at Argonne National Laboratory. For one set of large runs on the Intrepid system (using 131,072 cores), we further improved Gen_VF and Gen_dens routines by employing point-to-point MPI send and receive operations. As a result, on the Intrepid runs, these two routines together comprised less than 2% of the total run time. In particular, the breakdown for one self-consistent field (SCF) iteration is as follows: Gen_VF (0.37 sec.), PEtot,F (54.84 sec.), Gen_dens (0.56 sec.) and GENPOT (1.23 sec.). Since such a large percentage of the time now goes to PEtot,F (which has no inter-group communication), this bodes well for the future scalability of this code on petascale computer systems.

Although we were pleased with the performance and scalability of the resulting code, we made some additional improvements, including: (1) two-level parallelization in PEtot,F, to achieve greater parallelism; and (2) replacing DGEMM with a custom routine specialized for PEtot,F. The two-level parallelization code included parallelization over the plane wave basis set and on the wave function index $i$ as indicated in Figure 16.2. This parallelization significantly increased the total concurrency in this application, thereby increasing the scalability of the code even further.
16.4 Test Systems

In order to test the scaling and floating-point operation performance of the LS3DF code, we set up a series of test problems involving ZnTe$_{1-x}$O$_x$ alloy systems. These alloy systems are in a distorted zinc blende crystal structure, with 3% of Te atoms being replaced by oxygen atoms. Although the LS3DF method can be used to calculate the force and relax the atomic position, for these particular systems, we found that the atomic relaxation can be described accurately by the classical valence force field (VFF) method [292]. These alloy systems are characterized by the sizes of their periodic supercells. The size of a supercell can be described as $m_1 \times m_2 \times m_3$ in the unit of the cubic eight-atom zinc blende unit cell. Thus, the total number of atoms is $8m_1m_2m_3$. We used a nonlocal norm-conserving pseudopotential to describe the Hamiltonian, and a plane-wave basis function with a 50 Ryd energy cutoff to describe the wavefunction. The real space grid for each eight-atom unit cell is $40 \times 40 \times 40$.

The $d$-state electrons in Zn atom are not included in the valence electron calculation. Thus in average, there are four valence electrons per atom.

We found that for the fragment calculations, a reciprocal $q$-space implementation of the nonlocal potential is faster than a real-space implementation. Thus, we used a $q$-space nonlocal Kleinman-Bylander projector for the nonlocal potential calculation [269]. The accuracy of LS3DF, as compared with the equivalent DFT computation, increases sharply with the fragment size. For the LS3DF calculation, they used the eight-atom cubic cell as the smallest fragment size, as shown in Figure 16.1. Using this fragment size, the LS3DF results are very close to direct DFT calculated results. For example, the total energy differed by only a few meV per atom, and the atomic forces differed by only $10^{-5}$ atomic units [352]. In short, the LS3DF and the direct DFT results are essentially the same.

To test the weak scaling of the LS3DF code, we chose alloy supercells of dimensions $m_1 \times m_2 \times m_3$, namely $3 \times 3 \times 3, 4 \times 4 \times 4, 5 \times 5 \times 5, 6 \times 6 \times 6, 8 \times 6 \times 9, 8 \times 8 \times 8, 10 \times 10 \times 8$ and $12 \times 12 \times 12$. These problems correspond to 216, 512, 1000, 1728, 3456, 4096, 6400, and 13824 atoms, respectively. To study the physics of the oxygen induced states, large supercells are needed to properly describe the atomic configuration due to the small oxygen percentages (e.g., 3%) used in laboratory experiments.

For the $3 \times 3 \times 3$ system, we also calculated the full system with a direct local density approximation (LDA) method (using PEtot). Since the band gap and eigenenergy differences between the direct LDA method and the LS3DF method are about 2 meV (for the LS3DF method, researchers took its converged potential, then calculated the eigenenergy of the full system). Since the energy gaps being studied investigate are few tenths of an eV to a few eV, the LS3DF method is numerically accurate enough. For example, in a related study, we used LS3DF to calculate thousand-atom quantum rods and
their dipole moments [352]. These calculated dipole moments differed from the direct LDA results by less than 1%.

For the runs done on the Intrepid system, we modified the above parameters as follows. First of all, we employed a cutoff value of 40 Ryd instead of 50, and employed a real-space grid of size $32 \times 32 \times 32$. These changes were made to adjust for the smaller amount of main memory per core on the Blue Gene/P system. Secondly, we generated larger problem sizes, including alloy supercells of dimensions $4 \times 4 \times 4$, $8 \times 4 \times 4$, $8 \times 8 \times 4$, $8 \times 8 \times 8$, $16 \times 8 \times 8$ and $16 \times 16 \times 8$.

16.5 Performance Results and Analysis

To assess the optimizations implemented in LS3DF and to demonstrate the benefits of this new code, we conducted several computational experiments. First of all, we executed LS3DF with a constant problem size across the currently available range of concurrency (i.e., “strong scaling”), and for a variety of problem sizes (i.e., “weak scaling”). We then compared code performance to other important DFT codes such as PARATEC and VASP.

Part of these benchmark runs were performed on the Franklin system at the National Energy Research Scientific Computing (NERSC) Center. At the time the initial study done, as reported in [350], the Franklin system was a Cray XT4 system with 9660 compute nodes, each of which had two 2.6 GHz AMD Opteron cores and 4 GByte main memory. The entire system thus had a theoretical peak performance rate of 101 Tflop/s. Subsequently the Franklin system was upgraded to 9572 nodes, each of which had four 2.3 GHz quad-core Opterons and 8 GByte memory. Thus the upgraded system had a theoretical peak performance rate of 352 Tflop/s.

The second set of runs were performed on the Jaguar system at ORNL. At the time the initial study was done, Jaguar had 7832 XT4 compute nodes, each with a quad-core 2.1 GHz AMD Opteron processor and 8 GByte of memory. The theoretical peak performance rate of this system was approximately 263 Tflop/s. Subsequently this system was upgraded to 37,538 nodes (150,152 cores) and a theoretical peak performance of 1.381 Pflop/s.

The third set of runs were performed on the Intrepid system at ANL, a Blue Gene/P system. At the time the initial study was done, Intrepid featured 40,960 nodes and 163,840 cores, with a theoretical peak performance rate of 556 Tflop/s (and this system was used for all runs mentioned here).

Performance results are given in Table 16.1. Figures are listed in separate sections of the table for runs on Franklin, Jaguar, and Intrepid. Tflop/s figure in the table for various problem sizes were calculated based on operation counts measured on the Franklin system using the CrayPat tool [14]. For the very largest problems, which could not be run on Franklin, we estimated the
operation count based on the number of fragments and the small-problem operation counts. This estimation scheme was found to be consistently within 1% of the actual operation count for those problems that could be run on Franklin. Note that the Tflop/s figures reported in Table 16.1 were calculated based on wall-clock time. On Franklin, these figures are roughly 10% lower than the Tflop/s figures reported by the CrayPat tool, which uses user time rather than wall-clock time, but for consistency across all systems, the wall-clock reckoning was used.

To evaluate the strong scaling behavior of LS3DF, we chose a medium-sized problem with 3456 atoms and a fragment grid size of $m_1 \times m_2 \times m_3 = 8 \times 6 \times 9$. In this test, we used $N_p = 40$, where $N_p$ is the number of cores within each group used in PEtot$_F$. The value of 40 was determined by the parallel efficiency for each group. Experience has shown (for example, Table 16.1, third test case for the Jaguar system) that when the value of $N_p$ is increased beyond 40, the scaling within each group drops off, which drives the overall efficiency down. We increased the number of groups $N_g$ from 27 to 432. This change represents a 16-fold range of concurrency levels from 1080 cores to 17,280 cores on the Franklin system. To estimate the run time, two SCF iterations of LS3DF were executed and the times for the second iteration were recorded, since this is the iteration which are iterated several dozen times for a converged calculation (the first iteration has some small additional overhead due to array and index setups).

Figure 16.3 shows the speedup of LS3DF and the PEtot$_F$ component for the range of cores evaluated on Franklin. Speedup and parallel efficiency figure for the 17,280-core runs (using the 1080-core run as baseline), were 15.3 and 95.8% for the PEtot$_F$ portion, and 13.8 and 86.3% for LS3DF, both of which are excellent. Overall, LS3DF achieved a performance rate of 31.35 Tflop/s on 17,280 cores. All computations are performed on 64-bit floating-point data.

We analyzed the results of our strong scaling experiment with Amdahl’s Law:

$$P_p = P_s \left( \frac{n}{1 + (n - 1)\alpha} \right). \tag{16.1}$$

Here $P_p$ is parallel performance, $P_s$ is the serial performance, $n$ is the number of cores, and $\alpha$ is the fraction of serial work in the code. In particular, we employed least-squares fitting to determine the parameters $P_s$ and $\alpha$. The resulting formula fits our performance data extremely well, with an average absolute relative deviation of the fitting, namely $\sum |(P_{fitted}/P_{measured} - 1)|/n$, of only 0.26% and a single maximal deviation of 0.48%. Fitted values for the single core performance are 2.39 Gflop/s for the effective single core performance and hypothetical fractions of the remaining serial work components of 1/362,000 for PEtot$_F$ and 1/101,000 overall for LS3DF.

Figure 16.4 shows computational efficiencies for a variety of problems and different code execution parameters for runs on Franklin. Overall, the excellent scalability demonstrated in the strong scaling experiment is confirmed. The small variations in code performance for a given concurrency level appear to
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TABLE 16.1: Summary of test results. “% peak” is the fraction of the peak performance for the number of cores used.

<table>
<thead>
<tr>
<th>sys. size</th>
<th>atoms</th>
<th>cores</th>
<th>( N_p )</th>
<th>TFlop/s</th>
<th>% peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Franklin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 x 3 x 3</td>
<td>216</td>
<td>270</td>
<td>10</td>
<td>0.57</td>
<td>40.4%</td>
</tr>
<tr>
<td>3 x 3 x 3</td>
<td>216</td>
<td>540</td>
<td>20</td>
<td>1.14</td>
<td>40.8%</td>
</tr>
<tr>
<td>3 x 3 x 3</td>
<td>216</td>
<td>1080</td>
<td>40</td>
<td>2.27</td>
<td>40.5%</td>
</tr>
<tr>
<td>4 x 4 x 4</td>
<td>512</td>
<td>1280</td>
<td>20</td>
<td>2.64</td>
<td>39.6%</td>
</tr>
<tr>
<td>5 x 5 x 5</td>
<td>1000</td>
<td>2500</td>
<td>20</td>
<td>5.15</td>
<td>39.6%</td>
</tr>
<tr>
<td>6 x 6 x 6</td>
<td>1728</td>
<td>4320</td>
<td>20</td>
<td>8.72</td>
<td>38.8%</td>
</tr>
<tr>
<td>8 x 6 x 9</td>
<td>3456</td>
<td>1080</td>
<td>40</td>
<td>2.28</td>
<td>40.5%</td>
</tr>
<tr>
<td>8 x 6 x 9</td>
<td>3456</td>
<td>2160</td>
<td>40</td>
<td>4.51</td>
<td>40.2%</td>
</tr>
<tr>
<td>8 x 6 x 9</td>
<td>3456</td>
<td>4320</td>
<td>40</td>
<td>8.88</td>
<td>39.5%</td>
</tr>
<tr>
<td>8 x 6 x 9</td>
<td>3456</td>
<td>8640</td>
<td>40</td>
<td>17.04</td>
<td>37.9%</td>
</tr>
<tr>
<td>8 x 6 x 9</td>
<td>3456</td>
<td>17280</td>
<td>40</td>
<td>31.35</td>
<td>34.9%</td>
</tr>
<tr>
<td>8 x 8 x 8</td>
<td>4096</td>
<td>2560</td>
<td>20</td>
<td>5.46</td>
<td>41.0%</td>
</tr>
<tr>
<td>8 x 8 x 8</td>
<td>4096</td>
<td>10240</td>
<td>20</td>
<td>19.72</td>
<td>37.0%</td>
</tr>
<tr>
<td>10 x 10 x 8</td>
<td>6400</td>
<td>2000</td>
<td>20</td>
<td>4.18</td>
<td>40.2%</td>
</tr>
<tr>
<td>10 x 10 x 8</td>
<td>6400</td>
<td>16000</td>
<td>20</td>
<td>29.52</td>
<td>35.5%</td>
</tr>
<tr>
<td>12 x 12 x 12</td>
<td>13824</td>
<td>17280</td>
<td>10</td>
<td>32.17</td>
<td>35.8%</td>
</tr>
<tr>
<td>8 x 8 x 8</td>
<td>4096</td>
<td>8192</td>
<td>20</td>
<td>30.5</td>
<td>40.4%</td>
</tr>
<tr>
<td>16 x 8 x 8</td>
<td>8192</td>
<td>16384</td>
<td>20</td>
<td>60.6</td>
<td>40.2%</td>
</tr>
<tr>
<td>16 x 16 x 8</td>
<td>16384</td>
<td>36864</td>
<td>20</td>
<td>135.2</td>
<td>40.0%</td>
</tr>
<tr>
<td>Jaguar</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 x 8 x 6</td>
<td>3072</td>
<td>7680</td>
<td>20</td>
<td>17.3</td>
<td>26.8%</td>
</tr>
<tr>
<td>8 x 8 x 6</td>
<td>3072</td>
<td>15360</td>
<td>40</td>
<td>33.0</td>
<td>25.6%</td>
</tr>
<tr>
<td>8 x 8 x 6</td>
<td>3072</td>
<td>30720</td>
<td>80</td>
<td>53.8</td>
<td>20.9%</td>
</tr>
<tr>
<td>8 x 6 x 9</td>
<td>3456</td>
<td>17280</td>
<td>40</td>
<td>36.5</td>
<td>25.2%</td>
</tr>
<tr>
<td>16 x 8 x 6</td>
<td>6144</td>
<td>15360</td>
<td>20</td>
<td>33.6</td>
<td>26.0%</td>
</tr>
<tr>
<td>16 x 12 x 8</td>
<td>12288</td>
<td>30720</td>
<td>20</td>
<td>60.3</td>
<td>23.4%</td>
</tr>
<tr>
<td>4 x 4 x 4</td>
<td>512</td>
<td>2048</td>
<td>20</td>
<td>7.79</td>
<td>41.3%</td>
</tr>
<tr>
<td>8 x 8 x 8</td>
<td>4096</td>
<td>16384</td>
<td>20</td>
<td>58.6</td>
<td>38.9%</td>
</tr>
<tr>
<td>16 x 16 x 8</td>
<td>16384</td>
<td>65536</td>
<td>20</td>
<td>197.86</td>
<td>32.8%</td>
</tr>
<tr>
<td>16 x 16 x 18</td>
<td>36864</td>
<td>147456</td>
<td>20</td>
<td>442.32</td>
<td>32.6%</td>
</tr>
<tr>
<td>Intrepid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 x 4 x 4</td>
<td>512</td>
<td>4096</td>
<td>64</td>
<td>4.4</td>
<td>31.6%</td>
</tr>
<tr>
<td>8 x 4 x 4</td>
<td>1024</td>
<td>8192</td>
<td>64</td>
<td>8.8</td>
<td>31.5%</td>
</tr>
<tr>
<td>8 x 8 x 4</td>
<td>2048</td>
<td>16384</td>
<td>64</td>
<td>17.5</td>
<td>31.4%</td>
</tr>
<tr>
<td>8 x 8 x 8</td>
<td>4096</td>
<td>32768</td>
<td>64</td>
<td>34.5</td>
<td>31.1%</td>
</tr>
<tr>
<td>16 x 8 x 8</td>
<td>8192</td>
<td>65536</td>
<td>64</td>
<td>60.2</td>
<td>27.1%</td>
</tr>
<tr>
<td>16 x 16 x 8</td>
<td>16384</td>
<td>131072</td>
<td>64</td>
<td>107.5</td>
<td>24.2%</td>
</tr>
<tr>
<td>16 x 16 x 10</td>
<td>20480</td>
<td>163840</td>
<td>64</td>
<td>224.0</td>
<td>40.0%</td>
</tr>
</tbody>
</table>

depend, to first order, on code execution parameters such as the size \( N_p \) of processor groups working on individual fragments. Notice that for a given concurrency, the computational efficiency is almost independent of the size
FIGURE 16.3: Strong scaling speedups for LS3DF and PEtot_F. The curves are models based on Amdahl’s Law.

FIGURE 16.4: Computational efficiency for different runs on the NERSC Franklin system.
of the physical system studied. The slight drop of efficiency for very high concurrency is again mostly due to Gen_VF and Gen_dens.

Figure 16.5 shows the total flop/s rate for weak scaling runs (with constant number of atoms to number of cores ratio) on different machines. The fairly straight lines suggest that the code is well poised for future petascale computer systems.

On the sustained test run on Franklin, convergence on the $8 \times 6 \times 9$ system was achieved with 60 iterations, using 17,280 cores of Franklin. This run required one hour of run time, or in other words one minute per iteration. The total sustained performance rate for that run was 31.4 Tflop/s, which is 35% of the theoretical peak rate (89.9 Tflop/s) on 17,280 cores.

16.6 Science Results

As mentioned above, we used LS3DF to achieve fully converged results for the $m_1 \times m_2 \times m_3 = 8 \times 6 \times 9$ system. This physical system has 3456 atoms,
and requires 60 SCF iterations (the outer loop in Figure 16.2) to achieve full convergence. Using 17,280 processors, the run requires one minute for each iteration, and thus one hour for the entire calculation. The SCF convergence of the system can be measured by the difference between the input \( V_{in}(r) \) and output \( V_{out}(r) \) potentials, as shown in Figure 16.2. We have chosen to use the absolute difference rather than the relative difference because \( V_{in}(r) \) can have an arbitrary shift, and because the absolute difference can be directly related to the energy difference. The difference \( \int |V_{in}(r) - V_{out}(r)| d^3r \) as a function of self-consistent iteration is shown in Figure 16.6 (in atomic units). As one can see, overall this difference decays steadily. However, there are a few cases where this difference jumps. This is typical in the potential mixing method, since there is no guarantee that this difference will decrease at every step. Overall, the convergence rate is satisfactory, and the final \( 10^{-2} \) potential difference is comparable to the criterion used in our nanosystem dipole moment calculations. In addition, because the charge density response to a potential change in LS3DF is similar to a direct LDA method, and we are using the same charge mixing scheme, we would expect that the LS3DF method will have similar convergence properties as the direct LDA method, and should therefore converge for all systems with a band gap.

The converged potential \( V(r) \) was then used to solve the Schrödinger equation for the whole system for only the band edge states. This was done using our folded spectrum method (FSM) [353]. Since not all the occupied eigenstates are calculated, the FSM method scales linearly with the size of the system. Overall this step does not take much time and it can be considered as a fast post-process of the LS3DF calculations. There is a well-known LDA band
Tuning an Electronic Structure Code

**FIGURE 16.7**: Isosurface plots of the electron wavefunction squares for the bottom of conduction band (a), and top of oxygen-induced band (b). The small dots are Zn, Te or oxygen atoms.

gap error that can be corrected using a modified nonlocal pseudopotential for the $s, p, d$ states [292]. The calculated CBM state is shown in Figure 16.7(a), while the highest oxygen induced states is shown in Figure 16.7(b). Between the CBM and the highest oxygen induced state, there is a 0.2 eV band gap. This should prevent the electron in CBM from falling down to the oxygen induced states. Thus, our simulations predict that the ZnTe$_{0.97}$O$_{0.03}$ alloy could be used for solar cell applications.

One interesting point is that the oxygen induced states form a very broad band (0.7 eV) inside the band gap of ZnTe. As a result, its theoretical maximum efficiency of a solar cell made from this alloy will be smaller than the 63% estimated based on a narrow mid-band-gap [222]. Also, as shown in Figure 16.7(b), the oxygen induced states can cluster among a few oxygen atoms. Such a clustering is more localized in the high energy states than in the lower energy states within the oxygen induced band, which will significantly reduce the electron mobility (i.e., conductivity) in those states.

### 16.7 Summary

In summary, we have developed and deployed a new approach to the problem of large-scale *ab initio* electronic structure calculations. Our approach targets systems with a band gap and that require highly accurate planewave based calculations. It can be applied to nanostructures, defects, dislocations, grain boundaries, alloys, and large organic molecules. It simultaneously addresses the two critical issues for any large-scale computer simulation: the scaling of the total computational cost relative to the size of the physical
problem, and the parallel scaling of the computation to very large numbers of processor cores.

On one of the test computations, for the \( m_1 \times m_2 \times m_3 = 16 \times 16 \times 8 \) ZnTeO system (16,384 atoms), we achieved 60.6 Tflop/s on 36,864 cores of the Franklin system. On a \( 16 \times 16 \times 10 \) problem (20,480 atoms), we achieved 224 Tflop/s on 163,840 cores of the Intrepid system. On a \( 16 \times 16 \times 18 \) system (36,864 atoms), we achieved 442 Tflop/s. Performance figures (and all others reported in this chapter) are for 64-bit floating-point operations. Virtually perfect linear weak scaling was achieved on all three systems.

More importantly, our simulations have yielded substantive scientific results. First, we found that there is a 0.2 eV band gap between the ZnTe conduction band and the oxygen induced band, implying that this alloy can be used for solar cell applications. Secondly, we found that the oxygen induced states form a very broad band (0.7 eV) inside the band gap of ZnTe. As a result, simulations predict that the theoretical maximum efficiency of solar cells made from this alloy will most likely be lower than the 63% figures estimated based on a narrow mid-band-gap. Also, as shown in Fig. 16.7(b), the oxygen induced states can cluster among a few oxygen atoms. Such a clustering will have an impact on the mobility of the electrons in those states.

Lastly, based on performance analysis, we have found that there is no intrinsic obstacle to scaling the LS3DF code to run on over 1,000,000 processing cores, with over 1 Pflop/s sustained performance.

16.8 Acknowledgments

This work was sponsored by the Performance Engineering Research Institute, which is supported by the SciDAC Program of the U.S. Department of Energy, and by the Director, Office of Science, Basic Energy Sciences, Division of Material Science and Engineering, and the Advanced Scientific Computing Research Office, of the U.S. Dept. of Energy under Contract No. DE-AC02-05CH11231. It used resources at the National Energy Research Scientific Computing Center (NERSC), the National Center for Computational Sciences (NCCS) and the Advanced Leadership Computing Facility (ALCF).
Bibliography


[11] Queen Bee, the core supercomputer of LONI.


Performance Tuning of Scientific Applications


[33] Astrophysics Simulation Collaboratory (ASC) home page.


Bibliography


Performance Tuning of Scientific Applications


Bibliography


Performance Tuning of Scientific Applications


Bibliography


[116] F. Dijkstra and A. van der Steen. Integration of two ocean models.


Performance Tuning of Scientific Applications


[131] FEAP.


Bibliography


Performance Tuning of Scientific Applications


Performance Tuning of Scientific Applications


http://www.cct.illinois.edu/~eschnett/Kranc


Performance Tuning of Scientific Applications


[257] National Center for Supercomputing Applications. Blue Waters hardware. [http://www.ncsa.illinois.edu/BlueWaters/hardware.html](http://www.ncsa.illinois.edu/BlueWaters/hardware.html)


Performance Tuning of Scientific Applications


[272] PETSc: Portable, extensible toolkit for scientific computation.


Performance Tuning of Scientific Applications


[314] SPIRAL project. [http://www.spiral.net](http://www.spiral.net)


Performance Tuning of Scientific Applications


Bibliography


